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Abstract. This paper presents a sport training system which recognizes user 
movements from data of the Wiimote device with accelerometer technology. 
Recognizing a new gesture involves the normalization of the Wiimote data and 
searching in a gesture templates database. The Dynamic Time Warping (DTW) 
comparison algorithm is used as a correlation function to compare the new 
gesture with every template. Based on prior training, the system can 
successfully recognize different sport shots. Particularly the system is 
instantiated for tennis training. The user visualizes the trajectory of the ball in a 
three-dimensional environment and he can interact with virtual objects that 
follow Newton dynamics. 
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1 Introduction 

The keyboard, the mouse and the monitor continue being the standard configuration 
for the human-computer interaction (HCI). Nevertheless, during the last years diverse 
technologies have appeared that try to change the way how users interact with the 
computer and other electronic devices. Recently there have been big advances that 
allow the use of 3D gestures to interact in virtual environments, doing tasks as 
selection, manipulation, navigation and system control [1]. Though great quantity of 
developments exists focused on recognizing user gestures, most of them use 
conventional tracking devices [2][3][4][5]. The recognition of gestures from 
information given by gyroscopes or accelerometers is an emerging technology in HCI 
[6]. With the rapid development and mass-production of the technology in mobile 
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phones and video consoles, people have access to one or more devices equipped with 
an accelerometer, for example, the Apple iPhone or the Nintendo Wiimote. These 
devices with wireless capability offer new possibilities to interact and to be used in a 
wide range of applications, such as domestic appliances control, home automation, 
special education, rehabilitation, augmented reality and sports training.  

The present work focuses on a sport training system that recognizes 3D gestures by 
analyzing the Wiimote’s accelerometer information. The application uses 3D 
technology to represent game scenes and simulate the physical behavior of virtual 
objects that can interact with the ball. User movements are compared to previously 
generated templates. The developed tools can help sports trainers to detect the 
weaknesses and strengths of each user. Particularly the system is instantiated in a 
tennis training application that is called WiiSimTennis.    

The paper is organized as follows: section 2 reviews the literature on sport training 
systems; section 3 describes the gestures recognition process of our system; section 4 
describes the system architecture and interaction; section 5 presents some experiments 
and results with the tennis training application and finally section 6 presents the 
conclusions and future work.  

2 Related Work 

Successful performances in sports games require not only efficient and correctly 
executed techniques but also a high level of perceptual skills. Müller et al [7] 
comment that sports training aims at minimizing the mistakes to improve the 
performance-precision relationship. This demands a complete analysis of the athlete’s 
movements, who will then receive a feedback on how to improve the technique or 
information to compare his or her performance with previous evaluations. 

To be able to evaluate specific stimuli is necessary to be able to control the training 
conditions. Commonly video presentations or presentations on natural size screens are 
used. In [8] the behavior of the handball archers was analyzed. In [9] video is used to 
carry out visual searches of a football player’s strategies. Clearly, the training systems 
based on three-dimensional virtual environments are better than the video-based, since 
they give more versatility in the creation of scenes and situations for training 
[10][11][12][13]. 

Trained user immersion is enhanced by using a device such as the Wiimote and by 
virtually recreating the user gestures on a screen [14]. Siemon et al [15] show that 
sports like bowling (or tennis) can take advantage of this kind of virtual reality 
systems to obtain a basic trainer. Although the player performance is not analyzed in a 
professional way, the user receives information across the graphs on the screen (for 
example, a curve of his forehand shot or the speed achieved in his service). 
Principally the beginners can obtain improvements in their performance by receiving 
feedback in every shot and trying it repeatedly.  

3 Gesture Recognition 

The Wiimote is a part of the Nintendo Wii video games console, but it can be used as 
a PC input device by means of a Bluetooth connection. This device is a wireless 



 A Tennis Training Application Using 3D Gesture Recognition 241 

control with form of remote control which is hold by the user’s hand. It allows the 
detection of movement in the 3D space. It includes an accelerometer that gives 
accelerations in three ordinal axes every certain interval of time. It also includes an 
infrared built-in camera that can provide information about its position, including the 
distance up to the PC.  However, to use the position information, a more complex 
configuration is needed not being viable for the recognition of gestures in general 
cases. For this reason our work is only based on the accelerometer information. 

The typical movements in sports, for example a drive or reverse shot in tennis, are 
what we can call a gesture. In this work we represent a shot or gesture as a movement 
in a certain direction in the three-dimensional space with a certain speed. 

In this section we explain the fundamentals of the gestures recognition software 
module of our system, where the gesture concept means a sport shot or a movement. 

3.1 Gesture Description 

The information provided by the Wiimote accelerometer must be compiled and 
interpreted. The gestures realized with the Wiimote are described with three 
acceleration values (ax, ay, az) at every instant of time, each value corresponding to 
acceleration in X, Y and Z axis respectively.  

There exists more than one way of representing it. One way could be a 3D path 
that recreates the movement performed by the user in the 3D space. To obtain a 
realistic curve, additional information such as position and initial orientation are 
necessary, but the results are not always the desired ones. Several works such as in 
[16] propose to carry out an estimation of the position in the 3D by means of 
Kalman's filters. This is effective to follow the path of the Wiimote, but fails to detect 
the user’s movement. 

In this work, we interpret the Wiimote data as three acceleration curves Ax, Ay and 
Az, corresponding to accelerations in X, Y and Z axis respectively at each instant.  

It is easy to see that the curves of a gesture can be performed with different 
amplitude and different time or speed by different users. Leong et al. [17] observed 
that for a particular gesture (e.g. to draw a circle) different speeds of execution were 
obtained for different users and small variations were found in samples done by the 
same person. Due to this, the number of obtained values increases if the gesture is 
performed slower, whereas the number decreases if the gesture is faster than the 
average speed. These facts can obstruct the compilation of information and the later 
comparison of two gestures. 

To solve the differences in speed, the sequence of information is normalized in a 
normalized interval of time equal to the total duration of the gesture. We follow the 
one proposed by Leong et al. [17] that use 50 values for the representation of every 
gesture. The fixed-size vector of (ax, ay, az) data is obtained by linear interpolation, 
and is what we call a sample. Fig. 1 shows an example of the two sets of X 
acceleration data: the original one with 40 values and the re-sampled or normalized 
one with 50 values. It can be seen that re-sampling preserves the curve of information 
of the original movement. 
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Fig. 1. Example with the original acceleration in x-axis (from time 0 to 40) and the normalized 
information (from time 0 to 50) 

To obtain a more precise representation for every gesture we use the idea of 
templates such as Leong et al proposed in [17]. A template is built from a set of 
samples corresponding to a certain type of movement. The process of creation of a 
template follows the following steps. First several samples of the movement recreated 
by the user must be obtained; then these samples are normalized by re-sampling; 
finally the Ax, Ay and Az curves of the template are built with the mean value of the 
normalized samples at each instant of time. Fig. 2 shows an example of template built 
from five samples. 

 

Fig. 2. Example of a template built from five samples: (a) Graphic of X, Y and Z accelerations 
of the five samples; (b) Graphic of X, Y and Z accelerations of the template 
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This template generation process can be seen as a stage of training of the system. 
In our system a database of the different tennis shots are built at prior. In Fig. 3 the 
process of creation of templates from N samples is shown. To recognize a new 
gesture, the vector or gesture sample is compared against the stored templates by 
means of the Dynamic Time Warping algorithm which is presented in the next 
section. 

 

Fig. 3. Template generation process 

3.2 Gestures Comparison  

The Dynamic Time Warping (DTW) is an algorithm to measure similarity between 
two sequences that can change in time or speed [18]. This algorithm has gained 
popularity for being extremely efficient, as can be seen in [19][20][21]. It minimizes 
the effects of change and distortion in time, allowing elastic transformations of the 
series in order to detect similar forms with different phases. With an adjustment it can 
also be used in multidimensional gestures [22]. 

The utilization of the DTW algorithm is a correlation strategy to find the most 
similar template to an unknown gesture. The DTW determines a measure of similarity 
between them. The following three DTW values are computed between the new 
sample N obtained from the Wiimote data and every template Ti stored in the 
database: DTW(NAx, Ti

Ax), DTW(NAy, Ti
Ay) and DTW(NAz, Ti

Az). 
Senin [18] proposes to analyze the DTW values of every axis and if every value 

does not overcome a certain threshold of similarity, one concludes that the two 
gestures are similar. 

If a new sample is compared with several templates it can happen that more than 
one template fulfill this previous condition. In this case the most similar template is 
the nearest one based on the Euclidean distance between every pair of tuplas (Nax, Nay

, 
Naz) and (Ti

ax, Ti
ay

, Ti
az). 
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4 System Description 

4.1 System Architecture  

The developed system is formed by different components for every task such as 
obtaining data from the Wiimote, recognizing sport shots, visualizing of the three-
dimensional scene of the virtual environment and simulating the physical behavior of 
virtual objects. The graphic showed in the Fig. 4 outlines the above mentioned 
components and the interactions among them. 

 

Fig. 4. System architecture 

The system is based on an event-guided architecture over our Impromptu Graphics 
Engine [23]. This graphical engine provides a complete support to easily create and 
visualize three-dimensional scenes. For every scene a set of 3D models was prior 
created and a graphic resource administrator loads them at runtime. The profile 
edition module administrates the user profile, allowing the creation and edition of 
shots and templates. Fig. 5 shows an example of a tennis shot introduced by the user. 
To simulate the physical behavior of the virtual objects that compose the scene the 
Newton physics engine called Newton Game Dynamics [24] is used across an 
abstraction level that we define in [25], which allows a transparent communication 
between both software packages. The condition of every physic primitive is defined  
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by its position and orientation in a certain time. The physical engine is the manager  
that calculates the new condition of the objects and updates it. The graphical engine 
requests this information for every object and applies the new values of position and 
orientation visualizing them on the screen. 

 

Fig. 5. Profile edition module: three video frames of the sequence of a tennis shot  

4.2 Interaction  

The application supports different modes of use and interaction: the training mode 
and the obstacles mode. In the training mode (Fig. 6) the user can execute different 
shots being able to check a series of statistical information as speed and place of 
rebound. It can compare his current training condition with a database of historical 
statistics. It can also compare his shot with a different user profile (for example one of 
a trainer or a professional tennis player). In the obstacles mode (Fig. 7) the application 
raises different fictitious situations with virtual objects to allow the training of 
directional shots. In these scenes the player must knock down objects in specific 
positions or succeed shots in different strategic points.  

5 Experiments and Results 

Our system is instantiated in a tennis training application that is called WiiSimTennis. 
To test the application we experiment with ten different users which already have 
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experience in the use of the Wiimote. The experiment consists in the practice of five 
tennis shot: forehand, backhand, volley, smash and service [26].  

The system was trained with 10 users to create a gestures database. The profile was 
also stored to uniquely identify each user. The first test consists in comparing a user 
shot with the gestures in his profile. This test evaluates the consistency of the 
algorithm. 

Every user performed a series of 3 tests of every shot. For every shot the  
system calculates the measure of similarity with the gesture templates stored in the 
database. 

Table 1 shows the results of this evaluation. The numbers indicate the percentage 
of similarity between the gesture that has fulfilled the user and the existing one in the 
database. As all the percentages are above 70 % we can assume that the system  
can recognize the shot without ambiguities. Also we can observe that the range of 
difference of 5 % in all the shots indicates us that the different users repeat  
the same shot in a similar way including the complex ones such as volleys and  
smash. 
 

 

Fig. 6. Screen capture of the WiiSimTennis application: training mode 

 

 

Fig. 7. Screen capture of the WiiSimTennis application: obstacles mode 
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Table 1. Percentage of similarity between the different tennis shots performed by  ten different 
users with the existing template in the database 

 

 Forehand Backhand Volley Smash Service 

U1 84% 83% 78% 80% 81% 

U2 81% 81% 81% 80% 81% 

U3 83% 81% 82% 79% 80% 

U4 83% 80% 79% 78% 78% 

U5 82% 79% 80% 79% 80% 

U6 84% 80% 81% 82% 80% 

U7 85% 82% 79% 81% 79% 

U8 83% 81% 78% 77% 81% 

U9 82% 80% 79% 78% 82% 

U10 80% 80% 79% 80% 81% 

Mean 83% 81% 80% 80% 80% 
 
We conducted a second test, where an experienced tennis player was chosen as 

reference. The remaining nine participants made each kind of tennis shot and the 
system tried to identify them. In Table 2 we show a confusion matrix with the 
obtained results 

Table 2. Number of movements detected by the system according to the ones performed by the 
users 

 
 Actual Class 

Forehand Backhand Volley Smash Service unknown 

 
Predicted 

class 

Forehand 9 0 0 0 0 0 

Backhand 0 8 1 0 0 0 

Volley 0 2 7 0 0 0 

Smash 0 0 0 6 2 1 

Service 0 0 0 2 7 0 

The results seem acceptable. Some false positives that arise are "reasonable." For 
example, a volley and backhand are quite similar between them, so is the "service" 
and "smash". As shown in Table 1, the similarity is high in any situation and is true 
for both cases. When "false negatives" appear, the system applies a default 
movement.  

Some other data can be extracted from the system. The percentage of similarity 
regarding a professional tennis player can indicate the level of tennis experience for 
each user. Additionally, these values can be analyzed to know the evolution of the 
user performance over the time. 
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6 Conclusions and Future Work 

This paper presents a sport training system instantiated in a tennis training game 
called WiiSimTennis. The user interacts by means of the Wiimote in the 3D 
environment that represents the scene of the game and includes virtual object with 
Newton physic dynamics. The system can recognize the different user shots and 
presents information such as speed, place of bound and comparisons with historical 
information. Provided that the process of generation and validation of gestures is 
generic the system is applicable to a family of applications. Besides the tennis training 
application our system can be easily instantiated to other sports such as golf, bowling, 
basket and also a rehabilitation application. The instantiation implies the definition of 
the adapted 3D scene and the specific training of the application.   

At present we are adjusting the system to be able to use a more complete input 
device such as the Microsoft Kinect. 

As a future work we mention the inclusion of biomechanics to the system. 
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