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ABSTRACT

Under certain circumstances, basic operations over tables in
a relational database, where integrity restrictions such as
referential and onll restrictions have been specified, may
produce unpredictable results, not detectable by means of a
static analysis of the schema When the design includes
redundancies or when the set of restrictions is contradictory
it is easy to detect and prevent future errors, but there are
situations that require a dynamic analysis. In this paper, the
properties of networks of referencial integrity restrictions
that contain irregularities are analyzed, and the anomalies
that may appear when data actualization in such environment
is done are studied in order to define criteria and develop an
algorithm to generate rwles for proper handling of
inconsistencies.

Keywords: integrity restrictions, referential integrity,
database updates, anomalous updates.

1. INTRODUCTION

Semantic data control ensures the maintenance of database
consistency, by rejecting update transactions that lead to
inconsistent states or by activating specific actions on the
database state to compensate the effect of the previous
transaction. Unpredictable results may be obfained in a
relational particular database state, when basic operations are
applied. This incenvenicnce is produced by redundancies in
the schema design, by contradictory referential integrity
restrictions or simply because the designer established
complex restrictions having tuple dependent semantic. From
a procedural point of view, il means that the result may be
unpredictable because it is affected by the order in which
individual restrictions are applied or by the order in which
the constraints are enforced.
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Those problems are well-known and there are research
reports in wlation with some aspects of them (see eg.
[Markowitz90], [Markowitz91], [Casanova88], [Rivero96])
but the formalization of conditions and the implementation of
mechanisms for the automatic prevention of those anomalies
is a recent investigation field. In [Markowitz94] the
uncertainties produced by specific data manipulation arc
described, especially in delete operations. In [Casanova89]
special cases of updates propagation are described.

This research paper may be divided in three well-defined
parts. The first is developed in sections 3 and 4 and is
devoted to refine Markowitz study extending it to all
operations. The second is dedicated to the specification of
algorithms able to detect potential sources of anomalies in a
static way (Section §) [Rivero98]. The fast part (Section 6.)
presents an algorithin that automatically generates rules that
allows the integrity verification.

2. RELATIONAL CONCEPTS

A relational schema 15 R =<R, D>, with R={R,, R;, ..., Ry}
and D={FD, ID, NR} set of relations, FD and I set of
functional dependencies (fd) and inclusion dependencies (id)
respectively and NR set of mall restnictions (null constraint
and nuil not allowed). A database state for R is denoted by »
={I1, [, .... I;y}; sch(Ry) represents the set of attributes of R;,
K stands for a candidate key over Ri; and FK represents a
forcign key for Ry A database state r associaied with R is
consistent if il satisfies all restrictions in . Two attribute
sets overlap iff they share atiributes (YZ#@), and strictly
overlap iff they overlap but they are not equal ((YZ2D) A
(Y=2)).

A functional dependency (fd) over a set of atiribotes U is ome
expression of the form X-3Y, where X, YU If ReR, fd's
over R; will be indicated by RgX - Y.

A null consiraint (#ra) may be expressed by Rply=A. It is
satisfied by R; iff for every tuple t of R; the subtuple t.Li has
only not null values. There is at least one mna in R;, that is
R.'Z Ki #h.

One inclusion dependency (id} in R is am expression
Ri[XJ<<Rj[Z):(aptorra). wWhere R and R; are relation
names (possibly the same), X.Zcsch(R;) are compatible
attributes;, o, B, ji; and py are the strategies to perform inserts,
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deletes and updates over the left and right side respectively,
and the strategies may be ¢ {Cascades), 1 (Restricfed} or n
{Nullifies). All combinations are stdied in this article,
however inserts and updates over the left side are generally
done using ¢ y ; specified with modality “r’. If Z is the
primary key of the relation Ry, then it is a key-based-id and X
constihites a foreign key for R; this sort of id's are named
referencial integrity restrictions (rir’s).

The referential integrity directed graph G=(V,H), associated

Example 1:

+  Relations (keys are underlined)

(R,) Employee ( NBR-E, NIIR-S, NBR-M, NER-D, NBR-P )
(Rz) Manager { NBR-M, NBR-P ) .
{Rs) Project ( NBR-P)

(R4) Depariment { NBR-D), NBR-P )

. Null restrictions
(Np) Employee: NBR-E # A
(N,) Manager: (NBR-M, NBR-PY= &

with R may be defined wih V=R and H =
(R, R, L (2. 1a18) MR{LI<<R{K): 0.8, 14114) €D} His
composed by elements (R.R;, L: (@, B, i, pa), where the
edge goes from Ryto Ryand

Liee, Bl pta) is the label of the edge.

3. CONFLICTIVE MANIPULATIONS

In order to characterize the problem that may arise when
some updates are performed over data constrained by rir's
the examples in Figures 1 and 2 will be used.

(N:) Project: NBR-P =z &

(N} Depantment; (NBP~D, NBR-P) # L,

Referential Integrity Restrictions

(1) Manager[NBR-M]<<Employe<[NBR-E}:{c.c.c.c}

(I} Employee[ NBR-S J<<Employee[NBR-E}:(n,r,n,r)

(s} Employee]NBR-M, NBR-P}<<Manager[NBR-M, NBR-Pl:(c.c.c.n)
(L) Manager[NBR-P]<<Project[NBR-Pi:(r.r,c,c)

(Is) Employce[NBR-P, NBR-D]<<Department[NBR-P, NBR-D}.(c.0,¢.c)
(1s) Department[NBR-P]<<Project{NBR-PL(c,¢, 7€)

L |
¥ - | o 1 e hiolee rrreaAR AR - A = .. [5 e o .
R1 NBRE NBR-S NBR-M NBRP NBR-D NBR-P. NBR-D R4
Is
I
R2 NBR-M NBR-P P NBRP R3
REr; R2: 15 R3:r; R4:1,
l 4 4 ax 2 b a a x
2ok hh=k 4 2 b by
32 2by ( cy
4 L A ax

Figure 1: Restriction Graph, State and Restrictions for Example 1 (adapted from [Markowiiz94])

Example 2:
. Relations (kevs are underlined)
(R,) Films ( FILM#, PROD#, DIR#, Subject }
(R2) Staff ( PERS#, NAME }

(Ny) Staff: PERSH # 2

. Referential Integrity Restrictions
(1) Films[ PROD# J<<Staff PERSH1: (o0, Proptivptan }

= Nulls not allowed Restrictions I, (1) Films[DIRA] <<Statf PERS|-(cta,Pa, iz ies)
(N} Films: FILM# # 5 E =
R1 FILM# PROD# DIR# Subject PERS# Name R2

Riiny R::n Ri:ri*

114x Exx 114x

212q vy 21T 7 q

323s 3 7z 3325

445V 4 443v

5 op

Figure 2: Restrictions Graph, State and Restrictions for Example 2.
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The data mamipulations considered arc msertions, deletions
or updates of one or several tuples; a2 manipulation involves
only one kind of operation, it refers to an unique relation and
entails a set of tuples that do net change during the execution
of the manipulation. The specified constraints witl be
verified after each single tuple operation. The manipulation
will be successful if all of ils single tuple operations are
carried out, otherwise it fails (is revoked). The above two
examples present more than just one anomalous behavior. In
the following seclions, simplified subschemes of them are
used to illustrate different problems.

3.1. Problems in Insert Operations
The effect of insertions is examined in this section.

Example 1-I. Comsider the rir's and the database state
depicted in Figure 1, excluding in this case I; and I;. The
cperation I inserts the tuple (5 4 4 4 x) in the relation r,. J
may cause the insertion (via 5 and L) of the tuple (d) in the
relation rs, or it may block the insert operation (via I3 and [,).
The result of I depends on the order in which the rir's that
involve R are enforced: (i) if T5 is first comsidered, the tuple
(d x) 1s inserted in 14, this triggers the enforcing of Ig, which
provokes the insertion of the tuple (@) in 13, then I will cause
the insertion of the tuple (4 d) in ty; or (ii) if I is taken into
account in the first place, the tuple (4 d) is inserted in £, and
this triggers the enforcing of I, which blocks the insert
operation since the tuple (d) does not exist in the relation r5.

Example 2-1: Consider the example in Figure 2 and the
corresponding state of the database r = {r,.1:}. If o r and
oz ¢ and the operation / inserts the tuple (5 6 6 v) in the
relation ry, it may trigger the insertion (via L) of the tuple (¢
A)in 1y, or the insert operation may be blocked (via I). The
result of / depends on the order o which the rir's that
mvoive a R, are applied: (1) if [ 15 enforced in first place
then the tuple (5 6 6 v) is inseried in 1) and the tuple (6 A) m
ry; or (1) if I} 18 first taken into account, 7 is blocked since
there is not a value 6 for PERSON-11) in Ry I wey: 7 and oy
¢ and 1t is required that PROD# and DIR# foreign keys
associated with R, can nol hold null values, the set null
modality for the insert operation becomnes restricled, showing
a behavior sinular to the previous.

3.2. Problems in Delete Operations

A deletion [ may lngger the typical actions defined by the
strategy, (nggering other cperations or, by the contrary,
blocking the manipulation. The outcome of [, mav be
unpredictable when the enfercement of the rir's promoted by
D implies the trigger of updates or deletions of tuples, that in
tum can blockade L if another path of G is first considered.

Example 1-2: Consider the Example 1, excluding in this case
I) and I;. Suppose that D involves the tuple (a) of relation rs.
The tuple (4 a) of 1, can block £ via I,, while I can tgger
the deletion of that tple via Iy, Is, and I;. The result of D
depends on the order of the enforcement of the fir's that
involve Rs: (1} if s is verified in the first time, then (4 x) is
deleted from 14, then s is enforced, triggering the deletion of
tuples (1 4 x @) and (4 A x a) of ry; finally I; promotes the
suppression of tuple (4 a) of 1y; on the other side (ii) if T is
first enforced, D is blocked by tuple (4 a) of 1.

Example 2-2. Consider Example 2; with §;: », B ¢, and
T={ry’, iz}. If D involves the tuple (2 vy) of 1y, the tuple (3 2
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2 5) of ry” may block D via I}, or may trigger the deletion of
this tuple via I,. The outcome of the operation depends on the
order of rir’s involving R, enforcement: (1) If I is taken into
account in first place (32 2 s)and (2 1 2 q) are deleted from
r,’; or (i) if I is first considered, D is blocked by the tuple (3
22s5)of 1y

The undesirable effects illustrated above increase when there
is overlapping of the foreign key attributes [Clair981.

3.3. Problems in Updates

‘The study of all possible updates may be divided in three
cases: 1) left update: the foreign key FK; of R; is updated,
and FKK =, it} vight update: the primary key K; of R is
updated, and FK;K;=(, iii) both sides update: the primary
key K of R; is updated, and FK,~K=&.

3.3.). Right Updates

Ouly the update of values belonging to primary keys w the
relations R; will be taken into account. Let Ru be the update
of one or more tuples of one relation. Rx may promote
actions like those seen for deletions: 1) the update of wples
referencing tuples involved in Re via rir's with Cascades
modality; or ii) the update of foreign key values in tuples
referencing tuples involved in Ru via rir's with Nuilified
modality. On the other hand, if one tuple t references one
tuple involved in Ru via cpe rir with a Restricted modality, t
blocks the execution of Ru.

Example 1-3: Consider the Example 1, excluding T; and ;.
Suppose that Ru changes the tuple (@) by (4) i r3. The result
of this update depends on the order in which the rir’s
mvelving R; are enforced: (i) if L is enforced in first place,
the tuple (@ x) in 14 is modified to (d x), this leads to the
cnforcement of 5. which results in a failed attempt to modify
the value of the attribule PROJ# in{l 44 axyand (4 L A a x}
of 1 to (&), where the failure is doe 1o thae conflicl of the new
value by I; (it} if 1, is enforced in first place, the tuple (4 a)
m 1, 15 modihied to (4 d), leading to the enforcement of I,
which in turns assigns null values (o the attribuies DIR# and
PROJ# in the tuple (144 a x) of 1), then as a result of
enforcing L. {(a x) i 1y 18 modified to (d x), and enlorcing Is
wottld provoke to modify the value of the attribule PROJ# in
(4 - - a x) of the relation 1, to (d), and (] 4 - - x) in 1, does not
hold any reference Lo 1y,

3.3.2 Left Updates

Only updates of values belonging to foreign keys will be
laken into account. Let Lu be the update of one or more
tuples of Ri. Lu may promote aclions such as: 1) the insertion
of the tuples referenced by the tuples involved in Lu via rir's
with Cascades modality; or ii) the update of foreign key
values in tuples involved in Lu referencing non existing
tuples in a relation linked via one rir with Naflified modality.
On the opposite if one tuple t references a non existing tuple
in a relation referenced via one rir with a Restricted
medality, t blocks the execntion of Lu. Problematic cases in
left updates are the same that those for insertions.

3.3.3. Both-Side Updates

Only the update of values belonging to both, primasy keys
and foreign keys in a relation belonging to two rir’s as the
right side and the left side respectively, will be taken into
account. The problematic cases for both-side updaie



operations are the same that those detected for left and right
updates.

4. STATIC DETECTION OF ANOMALIES

In section 3, different anomalies in the manipulation of data,
has been examined.

In this section the mechanisms needed to detect the potential
presence of anomalies wilt be detailed This will be done
adhering to the [Markowiz04] and [Casanova89)
approaches. Safeness conditions must ensure:

1 -~ Data manipulations must produce only one resuit
regardless the order in which the #ir’s are enforced and the
order in which the tuples are accessed.

2 - A data manipulation, must map a consistent database state
r to another comsistent database state r~, this is in
concordance with the immediate mode verification vsed in
this article.

The present study is driven by the immediate mode in what
refers to integrity verification. On the other band, deferred
mode is an advantageous and even a mandatory well-known
sirategy for integrity maintenance. However, the full
understanding of the immediate mode is required for the
analysis of deferred mode that is under development in this
project.

The relations in whom the anomalies may appear during the
execution of operations over the database can be determined
through safeness conditions. To accomplish that, the
following sets of relations will be defined: C(R), R(R),
N(R), CDir(R), RDir(R), and NDip(ft). These sets are
formed by elements (R;, FK) including R;, where R; ¢ R,
and FK is one foreign key associated with R;.

4.1. Insert Operations

The sets needed to detect scurces of inconsistencics are:

¢ CDir(R) contains clements (R, FK), where R, is a relation
connected in G to R; by one edge corresponding to onc rir
with Cascades modality for insertions.

* C(R) contains clements (R, FK), where one refation R, of
C(R) or CDir(R) is comnected In G 1o R, by an edge
corresponding to a rir with a Cascades modality for
msertions, of the form RJFK}<<RK;J(c.p.pmpy), where:
FRcK,, and K, is primary key of R;

s NDir(R) contains clements (R, FK), where R; is one
relation connected in G o R; by one edge corresponding to a
rir with Nuilified modality for insertions and for every XCY,
there does not exist any ana Ry X=A.

¢ RDir(R} contains elements of the forin (R, FK), where R;

is one relation connected in G to R; by one arc comresponding
to cne of the followings: (1) one rir
RIFKI<<RiIKIrBapa);, (2) ome rir R{FKJ<<RK;}
:(n,ﬂ,p.l,u > where there are at least one XcFK, with one nna
of the form R; X+\.

* R{Ry contains elements of the form (R, FK), where one
relation R, of C(R)} or CDir(R) is connected in G to R; by
one edge comespending to: (1) one rr RJFK]
<<R K} Bape,) amd FRCK,, where K, is the primary key
of Ry; (2) one rir RifFKI<<R[K;}:(m,B,ps,pa), where FKCK,,
where K, is the primary key of R, and there exists XcFK,
with at least one mma R X,
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Note that in delete or right update operations, the relation
that enforces the rir by Nullified does not suffer any
modification in its attributes since it propagates the
operation’s effect to the left relation. By the contrary,
insertions or left updates by Nullified, sets null their own
involved attributes, voiding any reference to another relation.
This is why the definition of the sets RDir, CDir and NDir is
needed. It may be said that the relational scheme R is safe in
insert operations iff for every relation R; of R:

11) there is not any relation R; of R belonging to C(R) or
CDir(R) and R(R) or RDir(R) at the same time;

R2) there is mot any pair of clements (R,Y) and (R, Y")
belonging to CDirgR) and NDir(R) respectively, where: (i)
R=R; or (i1) Y and Y~ overlaps;,

13} there is not any relation R; of R belonging to C(R) and
NDir(R} at the same time;

14) there is not exist any pair of clements (R, Y) and (R, Y™)
belonging to NDir(R) respectively, where Y and Y’ strictly
overlaps;

I5) there is nol any pair of clements (R;Y) and (R, Y}
belonging to RDir(R) and NDir(R) respectively, and Y and
Y* overlaps.

Example: The relational scheme of the Example 1-1 of
seciton 3.1 does not satisfy 1, since the relation Rj is
involved in the sets R(Ry and C¢R;), then Ry is a possible
source of unpredictable results during inserts.

Safe conditions may be used to place the affected relations
during insert operations: 1) if I1 is not satisfied, the affected
relation is R; which is involved in C(R) or CDir(R)) and
R¢(R) or RDir{R) at the same time;, it} if I3 is not satisfied,
the affected relation is R; which is invoived in C(R) and
NDir{R) at the same time; iii) if 12, 14 or IS are not satisfied,
the place where different results may appear is R;.

Propositien: For every telation R; of R, for every database
state r associated with R, and for every sertion [ involving
one or more tuples of the relation r; of r associated with the
relation R;, S maps r inle an unique stale of the database Hf
R satisfies the previous conditions. In [Rivero99] the proof of
that proposition is depicted.

4.2. Delete Operations

For delete operations, sets that help lo detect conflictive
nodes are:

e C(R) contains the clement (R -}, and clements (R, FK),
where R; is a relation connected to R; in G for an oriented
path formed by edges corresponding to rir's with Cascades
mode for deletions, such that the first edge is labeled
FR (o, . 1q)-

* N(R} contans elements (R;, FK), where R; 1s a relation
connected to Ry, of CfR) in G by an edge corresponding to a
rir Rj[FK]<<Ry{Kp]{a, 0, 1, pg), and for each X ¢ FK, X 18
allowed to have nuil values.

¢ R(RJ coutains elements (R, FK), where R; is a relation
connected 1o Ry, of C(R) in G by an edge corresponding to:
(1) a rir with Restricted mode and labeled with the foreign
key FK; (2) a rir RFK<<Ra[¥n] (e, 8. p; 1g), suck that
there exists XcFK, and may not take null valucs.

By invelving those operations that may be rejected because
they try to nullify attributes associated to a nng to the set



R(R), the sets Casc and Resir defined by Markowitz
{1994), are no longer required [Rivero98].

The relational schema R is sure iff for each R;in R:

Di) there is not any relation R; of R involved in both C(R)
and R¢(Rp, this condition avoids the deletion of tuples that
block the operation: when another path is followed,

D2) there is not any pair of ¢lements (R;, Y) and (R;, Y*)
mvolved in C(R) and N(R) respectively, such that Y and Y’
overlap. It avoids the updating or deletion according to the
path of rir’s that is enforced in the first place;

D3) there is not any pair of clements (R; Y) and (R, Y°)
belonging to R(R) and M(R) respectively, such thal Y and
Y overlap. This condition prevents that the mples affected
by a delele operation were modified or stay unaltered
blocking the operation, according to the order in which the
restrictions are verified;

D4) there is not any pair of elements (R;, Y) and (R;, ¥*)
belonging to the set N¢Rj), such that Y and Y’ strictly
overlap. In such a way different results when updates with
Nullifies strategy are performed, are avoided.

Other combinations of sets either are symmetric to those
previously exposed or do not produce anomalies. The
relational schema of Example | is unpredictable since R; is
involved in R(RY and C(R). Ry is a possible source of
unpredictable results when a delete operation is performed
since it not satisfies D1. The relational schema of Example 2
does pot satisfies P because R; is mmvolved m both R(R)
and C(Ry, in such a way, R; is a source of potental
anomalies.

Safety conditions permit to establish that the source of
anomalies is the relation R; and the places where anomalies
occur is: the R that 1s involved in C(Ryp and R(R;), when D1
is not salisfied; the R (hat s involved in C(RY and N(R)
with the clements (R;,Y) and (R;,Y") respectively in such a
way that Y and Y overlap, when D2 is not satisfied, the R,
that is involved in R(R) and N¢Rp wiih the elements (R,Y)
and (R;,Y ") respectuvely in such a way that Y and Y’ overlap,
if D3 is not satisficd, the R, that is invalved in N(R) with the
elements (R;,Y) and (R;,Y") respectively in such a way that Y
and Y’ strictly overlap it D4 is not satisficd. Tn Markowilz
(1994) the proof of necessily and sufficiency of (hat
conditions, 15 sketched.

4.3. Update Operations

In the same way as previous operations, sets of relations arc
built in order to find sources of potential anomalies.

4.3.1. Right Updates

In this case the following sels must be built:

* (R} has the element (Ry, -}, and elements (R;, FK), such
that there exists an clement (Ry, Sy) belonging to C{R},
where R; is a relation of R linked to R in G by an edge
carresponding to a nir Ri{FKJ<<RIK]:(ct,B,1;,¢) with a
Caseades option for updates, and: (2) Sy= @ or (b) Sp Ky
* O,

* N{Rp contains elemenis (R,FK), such that there exists
an element (R, Sy) belonging to C(Ry), where R; is linked to
Ry in G by an edge comespondimg to a rir

RIFK]<<Ry[Ki]:(at,B,pn) such that for each X<, there
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does not extst any sun Ry X=) and: (a) Sp= 1 or (b) 8y Ky
EJSR

* R(R) is formed by elemenis (R;, FK), such that there
exists an element (R.S,) belonging to C(Ry, where R;is a
R's relation connecied to Ry in G by an edge corresponding
to: (1) a rir RjfFK} << RyKy}: (@, B.jy, b) such that: (@) 5,
=@ or (b) S nKy =35 (2) a rir RIFK] << RyJKy:
(oB,ju.0) such that there exists X ¢ FK, associated to a ran
RiX+#h and: (a) S, =& or (b)) S, Ky= &

It may be stated that a relational schema R is safe under tight
updates iff for each relalion R of R:

U,1) thete is not any relation R; of R, such that there exists a
pair of clements (R;,Y) and (R;Y’) belonging to C(#} and
R(R) respectively and Y and Y overlap;

U,2) there is not any relation R; of R, such that there exists a
pair of elements (R;Y) and (R;,Y") belonging to C(®} and
N(R) respectively and Y overlaps Y';

U,3) there is not any relation R; of R, such that there cxists a
pair of elements (R;,Y) and (R;,Y") belonging to R(R) and
N(Rj respectively and Y overlaps Y,

Ugd) there is not any relation R; of R, such that there exists a
pair of elements (R;,Y) and (R;Y") belonging to the set
NR), 2and Y and Y~ sirictly overlap.

Using those four conditions the sources of anomalies when
updates to the right side relation are performed, may be
determined. For all cases, the sonrce is the relation R, H U1,
is not satisfied the ircepularity will occur in a R; contained in
both C(R) and R(R) with the elements (R,,Y) and (R, Y")
respectively, where Y and Y’ overlap. Analogously, when
U.2 is not satisfied the anomalies will be placed in a R,
involved in both C{R) and N(#) with the elements (R;,Y)
and (R;,Y") respectively, where Y overlaps Y'. The same
sitnation oceurs when U3 1s not attained. If U4, is viclated
the place of anomaties will be R; contained in N¢R} with the
clements (R Y) and (R;.Y") respectively where Y and Y
strictly overlap.

4.3.2. Left Updates

Insecure cases for referential mtegrity when left updates are
performed are the same as those studied for msertions, if
their modalities agree. The composition of the set changes
because the first edge must be comsidered with the update
option but the following ones must be seen as the ones
corresponding to insertions. Safety conditions are the same.

4.3.3. Both-Side Updates

In this case, problematic cases are the same as those studied
under left and right updates, then their analysis may be
summarized according to what was indicated for those
operations.

5. GENERATION OF RULES

For each one of the relations that appeared as potential
sources of anomalies during the static analysis of the schema,
rules were buift. They will permit to determine if anomalies
are present in a given database state. Such rules are
expressed as serial combinations using the logical operations
not, and and the composilion operator o. A serial
combination from a specific relation, is an expression



representing a directed path in G, and hinks nodes with an
incidence degree (delete and right updales) or divergence
degree (insertion and lefl updates) equal to 1.

The partial divergence (incidence) degree (pdd and pid
respectively) of a vertex is defined as the number of
sigmificant edpes that leave (reach) it. A significant edge 1s
defined according to the operation: i) for deletions and left
updates, every edge is a significant one; i) for insertions a
significant edge is ome representing a  rir
R{W<R{K;] (o, Bope, ), with WK i) for right
updates a significani edge is one represemting a rir
R WI<<Ri[K;]:(e,Bp,, 1), with WK =,

In the restriction graph, seven types of nodes will be
distinguished according to their partial incidence or
divergence degrees: 1) source node (pid=0); 2) sink nede
(pdd=0); 3) unifier node (pid=2 and pdd=1); branch nede
(pdd>2 and pid=1), passing nede (pid=]1 and pdd-=1),
multiple node (pid=2 and pdd=2), isolated node (pid=0
and pdd=0).

8.1. Insertion Rules

In order to build the rules coiresponding to potentially
anomalous insert operations, the following serial
combinations must be considered:

s C" (1)) = representing a G's directed path from a non-sink
node (R; ) to a non-source node (Ry,), where the edges of the
path represent the following #iF's: R{FK{j<<Ry[Kl:
(€8 a) RiulFK J<<RigfKip|:(€,B,Mola); -5 Ripa[FKnJ<<
Rin[Kjnl:(e,8,1,14), with FIGSK:; FKy S Ky FKo € K
and the first edge in the path is ;.

» N (1)) = representing a directed path in G, composed by an
only edge, thal cemesponds to the rir IR;JFK]

<<RpfKul(n,pbuutq), such that for each XcTK, X is
allowed to be null.

* R (1)) = representing a direcied path in G, composed by a
unique edge that corresponds to: (1) the rir [R4{FK]
<<RulKe F(rB.11aY;, of (2) the rir IR FK]<<R,[K, (0.,
14, 1) such that XK exisis and X is restricted by a ran.

* C, (I)) = representing a directed path in G leaving from a
pon-sink node (R and reaching a non-source node (R,
where the edges comrespond to the tollowing rir's: (1)
R{FK <Ry (K J €8s pa iR [ FR <R K] (€. By i)
o Rt [FR o R [K s €, B i b R PR R K O B

,,,,,

SRR

Step 1

.

Is = Nbr-P:(c) = o'

corresponds 0 I o (2) RFKJ<<R;i[Kji](e.f,piba);

Ry[FK1<<Rpa[ K a] (€. B, i la - R 1 {[FEG 1 ] <<RjafKial
.'(C=B9”i:p'd)': Ryi[FKn]'({RJ{KJl(“:B»Pbﬂd): with FK]QKJ‘;
FK; ¢ Kp,.... FK; © K, where the first edge is associated to
I; X ¢ FK,, exists and X is not allowed to have null values.

Algorithm: For an insertion operation over a table that is a
source of anomalies, a set of trees will be built 1n order to
support the rules generation, applying the following
algorithm:

1. Set the source of anomalies table as the root of the tree. Set its
straight descendenis in the graph as their children in the tree (the
number of children of the root node will he equal to the partial
divergence degree of the node in the graph).

2. In aack one of the branches of the tree feach of the internal
nodes have only one child), combine serially el sequences of nodes
with a partial divergence degree equal to 1, until a node with an
ancesior reaching it with an option not equal to Cascades or a node
with g partial divergence degree not equai to | is reached.

For each tree, a rule is built. Each one of the branches of the
trees will be a serial combination since each internal node
has a unique child. They will be assembled by means of the
and operator. If the branch represents a senal combination C,
o R it will be preceded by the mot operator. If a branch ends
m a node that is the root of ancther tree, the serial
combination of that branch {C") is composed (o) with the
rule correspending to that zelation. Each one of the paths is
considered in such a way that the treatment of the same
anomaly twice or more tumes 15 avoided. If a relation has no
associated rule, it is becanse it never produces anomalies
when insert operations are performed in it.

5.2. Delete Rules

The analysis of the different paths in the restriction graph is
analogous to that exposed for insertions, but in this case the
graph is scanned in the reverse dircction. Besides, the
algorithm is quile simifar to the one already depicted in the
Previous seeton.

Example: The rule for the source of anomalies R;, aceording
to the graph of Figure 1, is Rule R3: C'(I;) and (not R(L,)).
Figure 3 shows their construction. For the cvaluation of a
rule the knowledge of the database slate, is essential. The
mechanisms thal perform the evaluation should be refined m
order 1o obtain an accepiable level of efficiency; on the
conirary the proposed strategy will not be applicable.

5 R R; o
r-Di(e) Tl I = Nbre-M:(c)

AT

T P

Gl SR L
Nbr-P:(h) “=nas

Figure 3: Rule for R;: C*(I) and (not R(1,))
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5.3. Update Rules

Regarding update operations, different situations may oceur:
i) in case of right updates, the rules and the algonithm are
similar to the one for deletions, taking into accoumt the
overlapping of the attributes; 11} in case of left updates, the
algorithm is quite similar to the one for insertions, but in the
first step, the update strategy must be considered. From that
point, this cperation becomes an insertion. For that reason, if
in the generated tree there is a leaf reached by the root, with
a left update strategy 'Cascades’, then the serial combination

of that branch (C"} will be composed (o) with the insertion
rule of the relation sepresented by that node (Clair, 1998); iii)
in case of both sides updates, rules and algorithms for one-
side updates may be combined: Rule R;; Rulees (Ri) and
Rulerg (Rs)

6. GENERAL PROCEDURE

In order to analyze the schema, the algorithm of Figure 4
must be followed.

(Variables G:Graph; Vi: Vertex; Problem: Boolean;
N, C, R, NDir, Cdir, RDir: ListSure; Rule: String )
Init_Graph(G)
Call Built_Graph(G)
Foreach Vertex (Vi) in G Do
Call FillSetDelae(G, Vi, N, C, R)

Call FillSetinsert(G, Vi, NDir, CDir, RDir, C, R)
Prohlem = False

Call AnalyzeSalnsert(NDir, CDir, RDir, C, R, Problem)
If Problem Then

Ceall BuildRulelnsert(G, Vi, Ruk)
Call TasertRule{ Vi, “i”, Rule)

Problem = False Endlf
SetDelete(N, C, R, Probi ,
Call AnalyzeSeDelete(N, C, R, Problem) Call FillSeUpdateLefliG, Vi, NDis, CDir, RDiz. C, R)
B e Problem = Faise
I BuikiRuleDelete(G, Vi, Rul =
Call BuildRuleDelelo((, Vi, Rulc) Call AnalyzeSetUpdateLet (NDir, CDir, RDir, €, R, Problem)
Call InseriRule {Vi, “d”, Rule)
Enalf ”P?bzlzeg {:;an UpdateLefl(G, Vi, Rule)
Call FillSetUpdateRight(G, Vi, N. C, R) i BurdRuleUpaateleiitl, Vi, kule
Problem = False Call InsertRule(Vi, “ul”, Rule)
Call AnalyzeSaUpdateRight(N, C, R, Problem) End If
If Problem Then End Foreach
Call BuildRuleUpdateRight(G, Vi, Rule) End Main
Cail InsertRule('Vi, “ur”, Rule)
Endif
Figure 4: Geperal Proecedure

7. CONCLUSIONS AND FUTURE
WORK.

The effects of basic operations over relations in a conceptual
schema with referentinl intcgnty constraints and null
restoctions were studied. A minor simplification of the static
analysis of deletions, developed by Markowitz (1994), was
made. The analysis was exiended to all update operations, in
despite of (he fact that insertions and updates over the lefi-
hand side relation are generally performed with a Restricted
modahty.

In order to determine if a conceptual schema is sure with
respect to all basic operations, algerithms related with each
one of them are presented, extending by this way current
research. A software tool was designed and implemented
(DepuSem), lor the analysis of the rir and maa’s graph.

Important points of symmetry have been detected: 1)
problematic nodes for inserions and lefl updates are the
same when the options are the same (obviously, the
generated rules will be the same); i) problematic nodes
related to right vpdates are also problematic with respect to
delete operations whenever their options are the same; iii) on
the contrary, unsure nodes for delele operations are not
inevitably unsure with respect to right updates, even if they
have the same options. This is true becanse the propagation
of night update operaticns requires the overlapping of
primary and foreign keys.

The design of strategies for the efficient evaluation of the
rales must be faced since the proposed monitoring process
may become inapplicable if it slows down when the number
of tables and relationships increases.
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