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1   Introduction

Detecting malware and attacks by analyzing network traffic remains a challenge.

Although there are several detection mechanisms to accurately separate the malicious

behavior from the normal one, it is still extremely difficult to have a detection system

that can handle all the situations that arise in the network with low error rate. These

techniques include machine learning algorithms, static signatures and experts rules

based. In particular, the most used method today is based on the contribution of rules

by a large community of analysts, called Threat Intelligence. The most important

obstacles for a successful detection are: First, normal traffic is extremely complex,

XXV Congreso Argentino de Ciencias de la Computación Río Cuarto, 14 al 18 de Octubre de 2019

-1251-



diverse and changing. Second, malicious actions change continuously, adapting,

migrating and hiding as normal traffic. Third, the amount of data to analyze is huge,

forcing analysts to lose data in favor of speed. Fourth, detection must occur in near

real time to be useful. Fifth, there is a large imbalance in the amount of normal traffic

compared to the amount of malicious traffic, making very difficult to have good

detection results. Sixth, the cost of False Positives errors and False Negative errors is

different, further complicating the decision process. 

To solve some of these problems, the security learning community proposed the

use of ensemble algorithms. These algorithms implement techniques for using, adding

and summarizing information about several different detectors in a final decision. 

Although there were some good proposals for ensemble learning techniques

applied to the security of the network [2], there are two aspects of them that were not

fully studied. First, the application of ensemble learning algorithms with Threat

Intelligence data (e.g. VirusTotal [3]). Secondly, there are no ensemble learning

algorithms that work as a function of time in the detection of the same source hosts. 

In the current scenario where it is impossible to stop all threats, the effort should

not focus only on protection and prevention, but be directed towards detection and

response[4]. In this context, malware continues to represent the main threat and its

detection remains one of the main concerns [5].

Given the large amount and exponential growth of malware samples [6] [7] [8] an

effective way to detect them is required. The tools that use signature-based methods

require maintaining a database to store patterns based on the characteristics of the

malware extracted by experts. They present their limitations since a small change in

the malware produces a different signature.

Intrusion detection systems have the ability to detect threats in the network but

sometimes they are not effective. It is of vital importance that the algorithm used is

reliable and can provide high detection accuracy. There are many research works that

address this problem using several methods [9].

In order to benefit from multiple different classifiers, and exploit their strengths, we

propose the use of ensembling algorithms [10] [11], which combine the results of the

individual classifiers into a final result to achieve greater precision and thus a better

result. By combining a set of classifiers to decide, the ensemble learning methodology

imitates the human nature of seeking various opinions before making a crucial

decision, weighing individual opinions and combining them for a better final decision.
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2   Ensemble Learning Techniques

Ensemble learning techniques allow combining multiple models, both

homogeneous and heterogeneous, with the aim of classifying new instances.

In practice, after constructing a set of classifiers that use some parts of the  original

dataset, the predictions of the different classifiers are combined to make a final

decision. Different schemes are used, either the same algorithm can be trained using

different datasets or different algorithms can be trained using the same dataset.

Ensemble learning models combine the decisions of multiple models to improve

overall performance. Minimize noise errors, bias and variance. Among the main

techniques are some very simple as Majority Voting, Average and Average with

Weight[12]. Majority voting: In this technique, multiple models are used to make
predictions for each tuple. The predictions of each model are considered as a separate

vote. The prediction that is obtained from most models is used as the final prediction.

Average: This technique takes an average of predictions of all models and is used to
make the final prediction. Average with weight: In this technique all models are
assigned different weights that define the importance of each model for prediction.

And these are added others such as bagging, boosting, random forest and stacking

[13]. Bagging (also known as boostrap aggregating): each classifier is trained with a
random subset with replacement of the original training set. With each sample a

model is constructed. The results of these models are combined using average or

majority voting. .Bootstrap or boosting: It is an iterative technique that adjusts the
weight of an observation based on the last classification. If an observation was

incorrectly classified, try increasing the weight of this observation and vice versa. The

first algorithm is trained in the entire data set and subsequent algorithms are

constructed by adjusting the residuals of the first algorithm, thus giving greater weight

to those observations that the previous model predicted poorly. It is based on the

creation of a series of weak algorithms, each of which may not be good for the entire

data set, but is good for a part of the data set. Therefore, each model actually

increases the performance of the set. In bagging, the samples used are independent, so

the algorithms can be run in parallel. Boosting works in a sequential way. Random
forest: It is a supervised machine learning algorithm based on ensemble learning. It is
used for regression and classification. The idea is to build multiple decision trees and
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add them to give an exact result. Decision tree is a deterministic algorithm that tend to

overfit because it build the best possible tree for given data and fail to generalize

when unknown data is provided. Each tree is constructed with a different random

subset of our data. Random forest is more accurate than a simple decision tree

because it minimizes the overfiting. In the classification problems majority voting is

used to combine the predictions while in the regression, the predictions are made

taking the average of the tree predictions.

Stacked generalization [13] is a method that uses a different way of combining
multiple models introducing the meta learner concept. Stacking is the generalization

of other teaching methods. The process is: 1)Split the training into a sample for

training and a sample for testing. 2)A set of base learners are trained with the training

sample.3)The models are tested using the test sample. 4)The predictions are used as

input and the current response as output to train the highest level learner.

3   Ensemble Learning Applied to Network Security

Ensemble learning techniques represent an improvement over machine learning

techniques, we seek to combine them to obtain better classifiers taking advantage of

the potential of each one.

The IDSs are today with large volumes of data and with the difficulty of detecting

new attacks that arise day by day. In this regard, there are several investigations that

propose that they are nourished by machine learning, taking the advantages that this

entails: 1) The ability of machine learning to generalize to detect new types of

intrusions, 2) Attack signatures can be automatically extracted from tagged traffic

data, 3) Ability to adapt to new attacks. At the same time, since in an attack they

differ: intrinsic features (general information), traffic features (connection features)

and content features (package info), there are proposals around implementing models

with armed dataset samples from the different sets of features and different classifiers,

which are then combined with ensemble learning techniques[14][15].
[14] presents the state of the art of the teaching methods used in modern IDSs

describing different works that use basic Machine Learning techniques as Ensemble

Learning techniques and tests are carried out using the KDD'99 dataset in most of
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them. They conclude that ensemble learning presents an improvement to basic

machine learning techniques since they improve detection given the possibility of

using parallel architectures, such as GPGPU. In[14]a similar analysis is made from

previous work, emphasizing that given the importance of the selection of features, it

should be studied in this regard. It is also important to evaluate which base classifiers

to use and how it should be combined in a way to design architectures that make

multiple classifiers collaborate with each other instead of competing. This problem is

addressed in a more specific way in [15], where ensemble learning is applied for

intrusion detection to detect DoS, R2L, U2R and Probing attacks in FTP service

traffic. The work performs the tests based on the UCI KDD and Neural Networks

dataset with different feature sets: intrinsic features, content features and traffic

features using MPLM and  Majority, Bayesian Average, Belief, as ensemble learning

algorithms. In this work the metrics to compare the results were:% error, average cost,

% false alarms. And it was concluded that ensemble learning reduces the percentage

of error but also reduces the capabilities of generalization.

MPLM proposes to analyze the different phases or facets of a problem and build on

this perspective of the problem. Perspectives are represented by a set of dataset

features. Models are obtained from the different perspectives that are then combined

with ensemble learning techniques. A problem to solve in this framework is the

criteria and the implementation of the selection of features for each model to build the

perspectives. MPLM can be applied to the detection of various attacks such as DoS,

R2L, U2R and Probing [17] and for the detection of botnet activity [18], where the

perspectives represent the different stages of their life cycle. In [18] a new model for

applying learning in multifaceted problems is presented, focusing on the selection of

features to be included in each perspective (network-based perspectives, host-based

perspectives, DNS-based perspectives), one of the aspects that is raised as an aspect

to be solved. In addition, the criteria of what features make sense to include in each

model, taking into account that the inclusion of strongly correlated features may not

contribute to the classification process.

There are also proposals as [19] based on modified Stacking to detect network

intrusions (Probe, DoS, UR2 and R2L) where models are generated using samples

from the random selection of dataset features, then select the best models according to

a defined criteria ( accuracy, information gain, recall mean and true positive rate) and

combine them with stacking as the ensemble learning technique. And other more
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innovative works such as [20] that proposes to apply ensemble learning clustering to

detect botnets. They generate partitions and use link based algorithm to combine them

(in that step is where the ensemble learning takes place) and apply machine learning

to perform the classification in each cluster of the final partition.

No proposals described include Thread Intelligence in the classification process.

4   Ensemble Learning to Improve Detection of Infected Machines 

SLIPS [1] is a behavioral-based intrusion detection and prevention system that uses

machine learning algorithms to detect malicious behaviors. In addition to the different

classifiers that this tool has today (MLDetection and Portscan detector) other modules

such as Thread Intelligence are in development to incorporate more information to the

detection, and thus improve the accuracy of the tool from its use.

The proposal presented in this article and which is currently being worked on

consists of the incorporation of ensemble learning algorithms that allow combining

the information obtained from the different classifiers in order to improve the results

in the detection of infected IPs, taking into account the anomalies that the classifiers

are able to detect, in each of the stages, from the analysis of the flows that represent

the connections of the hosts of the network on which SLIPS[1] operates.

The contribution consists in improving the detection process by implementing

ensemble learning to take decisions based on different data provided by SLIPS[1],

considering that to determine if an IP is infected in a time window, it has: 1)For a

flow, different predictions, one for each classifier. 2)A set of flows associated with the

given IP (the source IP of those flows), with its corresponding prediction. 3)A set of

malicious behavior alerts associated with the given IP (that have this IP as source IP).

4)Information from different Thread Intelligence sources that indicate destinations of

the analyzed flows that are malicious (with some confidence percentage).

In 1 we propose to apply ensemble learning to decide whether the flow is classified

as malware or normal. In 2 to determine if the IP is infected or not, our proposal

consists in applying ensemble learning to the set of flows and their predictions.

Regarding the information provided by 3, the proposal is to take into account the

percentage of alerts reported for that time interval. While, with respect to 4, it is also

planned to implement ensemble learning to the information provided from the
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different IT sources, and evaluate whether to incorporate this information into each

flow or associate it with the source IP directly, and take it into account in the decision.

5   First tests -Ensemble learning applied to network security
As we mentioned in previous section, within the framework of our proposal, a

possible application of ensemble learning is to combine the results of multiple

classifiers for a flow, where each one predicts whether it corresponds to malware or

normal traffic. Then in SLIPS[1] we have n predictions for a flow, where n is equal to

the number of classifiers in operation. As described in section 4 of this article, the

advantages that can be obtained from applying ensemble learning to intrusion

detection depends on the attack to be detected, the machine learning techniques to be

combined and the features to be taken into account in the classification of the flows.

Thus, as a first stage of this project, performance tests of the teaching algorithms

were performed to detect malware from flows evaluating its accuracy compared to a

set of classic Machine Learning (ML) algorithms. To carry out the tests, the

Stratosphere dataset [21] was used. It is a mixed dataset with tags corresponding to

normal traffic and malware traffic, from a botnet known as Rbot. The following ML

algorithms were tested: Logistic Regression(LR), Naive Bayes(NB), Random

Forest(RF), Kneighbords(KN) and Decision Tree(DT). And the ensemble learning

techniques used: voting hard (majority voting), voting soft (Using the sum of the

predicted probabilities), voting with weight, boosting and bagging [22]. Tests with the

Scikit-learn library [23] were implemented and the accuracy obtained from applying

the cross_val_score function to the model was used as metric.

Table 1.  Tests without applying ensemble learning
Algorithm Accuracy
Logistic Regression 0.9945719941 (+/- 0.0064141127)

Random Forest 0.9999557803 (+/- 0.0000413645)

naive Bayes 0.9899729966 (+/- 0.0124655918)

Kneighbords 0.9997567974 (+/- 0.0002254790)

Decision Tree 0.9999336723 (+/- 0.0000644568)

Table 2.  Tests with voting techniques including LR, Naive Bayes and RF:
Algorithm Accuracy
Ensemble [Majority Voting] 0.9973136314 (+/- 0.0028659845)

Ensembling [Voting with probabilities sum] 0.9975347114 (+/- 0.0029525249)

Voting con peso (LR=1, RF=3 y NB=1) 0.999934 (+/-0.000041)
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Algorithm Accuracy
Voting con peso (LR=1, RF=3 y NB=2) 0.999912 (+/-0.000075)

Voting con peso (LR=2, RF=3 y NB=1) 0.999889 (+/-0.000092)

The tests with both voting techniques give the same results. Both improve the LR

and the NB but not the RF. This happens because when combining RF that gives good

results with two other algorithms that are worse, and then majority decides badly.

Voting with weight does not present improvements for RF although it does show

improvements compared to the other voting techniques tested. Those that best classify

are that give RF the greatest weight and the least weight to the other two algorithms.

Table 3.  Tests by changing Random Forest to KNeighbords:

Algorithm Accuracy
Voting con peso (LR=1, KN=2 y NB=1) 0.999757  (+/-0.000254)

Voting con peso (LR=1, KN=3 y NB=1) 0.999757  (+/-0.000254)

Voting con peso (LR=2, KN=3 y NB=1) 0.999746 (+/-0.000254)

Table 4.  Tests changing Random Forest to Decision Tree:

Algorithm Accuracy
Voting con peso (LR=1, DT=3 y NB=1) 0.999934 (+/- 0.000064)

Voting con peso (LR=1, DT=3 y NB=2) 0.999912 (+/- 0.000075)

Voting con peso (LR=2, DT=3 y NB=1) 0.999934 (+/- 0.000064)

Instead of using voting combining LR, RF and NB, it was tried to combine LR and

NB with KN and with DT, and improvements could also be seen when applying

teaching regarding not applying it, although they were not significant but they were

significant. there were them for all the algorithms involved.

Table 5.  Tests using a seed value = 8

Algorithm Accuracy
Logistic Regression (con bagging) 0.9941959620 (+/- 0.0173140208)

Random Forest (con bagging) 0.9999778908 (+/- 0.0001326553)

Naive Bayes(con bagging) 0.9916532294 (+/- 0.0272774708)

Decision Tree (con bagging) 0.9999778908 (+/- 0.0001326553)

Kneighbords (con bagging) 0.9998010158 (+/- 0.0003396534)

The precedent table shows that improvements are obtained in all  tested algorithms.

Table 6.  Tests of boosting (Adaboost) tests:

Algorithm Accuracy
Logistic Regression (con boosting) 0.9855731305 (+/- 0.0170767141)
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Algorithm Accuracy
Random Forest (con boosting) 0.9999557803 (+/- 0.0000541578)

Naive Bayes(con boosting) 0.7788494492 (+/- 0.2931913628)

Decision Tree (con boosting) 0.9999336711 (+/- 0.0001326557)

Adaboost improves for DT is the same for RF and does not improve either NB or

LR.

6 Conclusions and future work

From the previous section it is concluded that the teaching improves the results

against the algorithms that do not apply it, and that the improvement is significant

when the base algorithms are weak. If any of the base algorithms has a high

percentage of successes, heavy voting, giving more weight to this algorithm, is the

better. This technique is appropriate to apply to the problem of deciding the prediction

for a flow, given a set of predictions resulting from the different SLIPS[1] classifiers.

Of the works that describe the use of ensemble learning applied to cybersecurity,

none incorporates the valuable information provided by Thread Intelligence sources,

which is part of our proposal.

On the other hand, to carry out the proposal described here, as we have described

in section 4, the most appropriate techniques to apply depend on the problem given,

so in order to find the best options for the implementation of the proposal, specific

tests must be carried out with the data that SLIPS[1] provides. These tests, the design

of the solution and its implementation are the keys to the future work of this project.
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