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Abstract. Gamification can be used to foster participation in knowl-
edge sharing communities. While designing and assessing the potential
impact of a gamification design in such a context, it is important to
avoid work disruption and negative side effects. A gamification optimiza-
tion approach implemented with deep reinforcement learning based on
play-testing approaches helps prevent possible disruptive configuration
and has the capability to adapt to different communities or gamification
targets. In this research, a case of study for this approach is presented
running over the Stack Overflow Q&A community. The approach detects
the best configuration for a Contribution, Reinforcement, and Dissemi-
nation (CRD) gamification strategy using Stack Overflow historical data
in a year. The results show that the approach funds proper gamifica-
tion strategy configurations. Moreover, those configurations are robust
enough to be applied along the time unseen periods.
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1 Introduction

Stack Overflow is a well-known questions and answers (Q&A) community with
a large number of users [2], more precisely with 12,615,110 registered users®.
Stack Overflow covers the knowledge construction process from a question and
answers perspective. Each user can vary between Question Author and Answer
Author’s roles to meet the community’s requirements.

In order to lead the users to fulfill this role is important to encourage partici-
pation in the community. There are different approaches to encourage participa-
tion in a Q&A community. The use of Gamification [16] to encourage participa-
tion consists of applying elements taken from the realm of game and videogames
to non-ludic environments without modifying its central structure [8, 3, 10].

3 Information obtained on 25/06/20 at
https://data.stackexchange.com/stackoverflow /query /1255610
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Stack Overflow already implements a gamification strategy that extends PBL
(points, badges, and leader boards) with other gamification elements [7]. Those
gamification strategies, as PBL, are an effective method to build and sustain
a productive and active Q&A community directing the participation towards
behaviors that improve the quality of content [6,8].

The result of applying a gamification approach to a community cannot be
predicted entirely [18,14,9], and no guarantee that the desired effect will be
achieved. It can generate disruptions to the community, create unproductive
competition patterns between community members, or hinder participation [10,
25]. An example of this is a design that promotes individual competition in a
collaborative context due that collaboration should be the most relevant value
[21].

If not done carefully, the gamification changes can disrupt the normal devel-
opment of the activity aimed to improve. Play-testing is a process used as part
of the iterative process for game design, development, evaluation, monitoring,
and adaptation [23]. It could be applied to this context, but changes to the gam-
ification can damage or fail to be adopted by the community. Another difficulty
from play-testing is that it requires a functioning game, players, and time.

Other approaches consist of optimization strategies used to reduce the ef-
fort/cost of creating an effective gamification design where optimal pseudo-
rewards guide the users in the activity [17]. However, this approach requires
absolute knowledge of the decision environment.

This paper proposes as an alternative an approach to optimize the configu-
ration of a gamified design, using a reinforcement learning agent to explore the
space of configuration possibilities as in a play-testing approach. This approach
would allow optimizing a configuration without disturbing the community and
with fewer requirements of the traditional play-testing approach.

Consequently, a Contribution, Reinforcement, and Dissemination (CRD) strat-
egy for gamified design optimization in knowledge-building communities is pre-
sented, using a reinforcement learning (RL) agent to explore the space of config-
uration possibilities. The agents look for configurations that reward desired user
behaviors for the selected pair community /reward.

We evaluate the approach in a sub-community of Stack Overflow for one
year. The evaluation was developed in 2 stages: a training stage in the first
six months; and then a second evaluation stage in the following six months.
Badges and ranks are the principal gamification components for both scenarios.
The results show the stability of configurations obtained by this method during
different time-lapses.

The rest of this article is organized as follows: Section 2 explore the related
work; Section 3 presents a gamified design that serves as the basis for the rest
of this work; Section 4 provides an overview of our approach; then, Section 5
introduces the evaluation over the dataset extracted from Stack Overflow. The
results are described in Section 6, and they are discussed in Section 7. Finally,
the Conclusions and further work are detailed in Section 8.
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2 Related Work

Lieder et al. [17] explore ways to obtain an optimal gamification design by a
mathematical framework. They introduce a gamification approach for problems
that could be modeled as a Markov decision process; they compute optimal
pseudo-rewards to guide the users in the activity for what is requested perfect
knowledge of the decision environment or the possibility of approximate it. Our
work achieves an “optimal gamification” but from an existing gamification de-
sign.

With an existing gamification design, the way to achieve an “optimal gam-
ification” is to configure it to fit our purposes. This approach addresses the
system configuration problem topic. The problem typically involves learning
from analyzing actual executions or historical data, model specific aspects of
the systems, and then adapt to actual conditions based on requirements [12].
A common way of tuning configurations is done manually by performance engi-
neers, spending several hours of work [1]. There were proposed other methods
less time-consuming and more precise to find configurations.

A rule-based approach like Multirelational Data Mining (MRDM) helps dis-
cover patterns. However, it requests gathering the metadata from the database
of the system to configure, which describes the best approach of the analysis
and transformation of the database into MRDM formats [22,4]. This approach
favors quickly finding a suitable configuration at the expense of optimality.

A model-based approach is concerned with conducting experiments on a cho-
sen set of configurations to observe their performance [11,30,26,15,24]. The
restriction of using a limited number of configurations is a limitation that our
approach overcomes because there are numerous configurations in practice with
many dependencies between them and these can be used to get better optimiza-
tion. Our approach instead evaluate all parameters and process them jointly over
an RL process in order to exploit them.

Search-based approaches begin with an initial configuration to perform se-
quential experiments but require a statistical model to fit [30,31,4,19]. This
kind of model is similar to the Lieder et al. model presented above and requires
full knowledge of the decision environment.

Finally, as proposed in this work, learning-based approaches find the optimal
configuration by reacting to feedback [32,5]. The RL approach used here fits
better to our context where there are no correct input/output pairs required for
other learning approaches that defined a correct configuration of gamification.
However, a policy of satisfaction could be defined for our unknown environment
by a reward function that measures the configuration found.

3 CRD Gamification Design

This work uses a Contribution - Reinforcement - Dissemination (CRD) gamifi-
cation design based on Metagame [18], a knowledge-building CRD gamification
design. CRD defines a PBL gamification strategy based on four main types of
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actions (inputs): Contribution, to represents the creation of content; Reinforce-
ments, for content editing, data retrieval, status changes, or content groupings;
Dissemination for actions linked to spreading the content, for example on social
networks or within the community itself; and finally, Loggin actions.

The players (the users of the application) are awarded badges when they
provide a certain number of inputs. There is one badge for each class of input,
and there are multiple levels for each badge. To reach a higher level of a badge,
more inputs of the corresponding class are required.

Players are also ranked according to the badges they obtain. For example,
they start as “Visitors” (Rank 1), and they become “Explorers” (Rank 2) when
they obtain the Login level 2 badge. After they obtained one “Contribution”
badge, one “Reinforcement” badge, and one “Dissemination” badge, they be-
come “Editors” (Rank 3)%. Then, after they obtain ten badges, they become
“Prolific editors” (Rank 4). Finally, as long as they earn a new badge every
month, they obtain and maintain the level of “Committed editors” (Rank 5).

The amount and type of badges a player requires to be promoted from one
rank to another is part of the gamification configuration. How many inputs
do users need to perform to get the 3rd level of Contribution badge? If the
configuration sets a large number of inputs for promoting one badge, how does
this impact the game’s evolution? Will players be comfortable with this difficulty
level?

In this article, the configuration space is reduced to five variables: the number
of levels per badge; and, for each badge type, the number of inputs required to
pass from one level to the next.

The simulation of the gamification design runs over a slice of historical data
from the community. This selected slice becomes the simulation dataset.

The challenge is to find the correct values for the five variables of the configu-
ration and then test those values in a “simulation of the game” with a historical
dataset. The simulation is to avoid a harmful configuration that threatens the
actual community.

The simulated game awards a badge to the users and computes the ranking.
In an iterative process, users’ distribution in the ranking could be analyzed to
perform a fine-tune to the configuration. It could be repeated until a suitable
configuration is reached (e.g., all ranks have users.).

There are two main issues in this approach. First, it is time-consuming; even
with only five variables to set, the combined possibilities are many, and each
change requests simulation with its analysis of the results. Secondly, it is based
on the researchers’ intuition regarding the effect that change in the configuration
may have on the user’s attitudes. The following section introduces an alternative
approach that uses a reinforcement learning agent to explore the configuration
space effectively.

4 In the original work, they were called Citizen Scientists; we have changed the term
for the sake of clarity
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4 Gamification Configuration with RL: Historical RL
Framework

Reinforcement Learning (RL) is an approach to train machine learning models
to make sequences of decisions. In RL, an agent takes actions in an attempt to
maximize a cumulative reward [28]. Exploring the configuration space to find
an acceptable configuration for the gamified design involves multiple iterations
of updating the configuration, simulating the game on the defined dataset, and
observing the effect. Having an agent instead of a person in charge of the explo-
ration allows us to explore more alternatives in less time.

Figure 1 provides an overview of our approach to find an optimal game
configuration using an RL agent. The game’s configuration is modeled as an N-
dimensional vector (1) of positive numbers. The game is simulated by providing
a configuration and a slice of the community history (2) to the game engine (3).
Once the simulation finishes, the list of badge assignments and users’ ranking (4)
is passed back to the agent. At each step (5), the RL agent (6) changes only one
dimension of the configuration vector, by one, up or down. Then, the simulation
runs. The agent uses a reward function (7) to update its model based on its last
action outcomes. In one episode, the agent performs a maximum of 300 steps
until it considers no further changes to the configuration are useful, then stops.

SHAN
1. Configuration 6. DQN A ‘
DN Agent 1 «—G=F,

7. Reward
A function

2. Slice of 5. Step

activities \ 4 =HAN
% 4. Badges

3. Game engine and ranks

Fig. 1. Approach overview

This work uses a Deep Q-Network (DQN) [20], a reinforcement learning agent
that uses a deep convolutional neural network to learn successful policies in high-
dimensional state spaces like video games or robotics. Due to that, the DQN
agent can handle complex, high-dimensional spaces. This means that it can deal
with an even richer (and more complex) game configuration. DQN has become
popular in the last few years due to the increasing availability of ready-to-use
libraries (such as DeepMind’s implementation for the Lua language) and services
(such as OpenAl APIT). However, the type of agent could be configured according
to the use case and analysis.

DQN is an implementation of Q-learning. Q-learning is a form of model-
free reinforcement learning, which can be viewed as a method of asynchronous
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dynamic programming (DP). Learning proceeds in a similar way to Sutton’s
method of temporal differences (TD) [27]: an agent tries an action in a particular
state and evaluates its consequences in terms of the immediate reward or penalty.
By repeatedly trying all actions in all states, it learns by evaluating the long-term
reward.

Although Q-learning is a very powerful algorithm, its main weakness is its
lack of generality. If Q-learning is viewed as the updating of numbers in a two-
dimensional array (A = S), it is, in fact, similar to dynamic programming. This
indicates that for states that the Q-learning agent has not seen before, it has no
idea what action to take. In other words, the Q-learning agent does not have the
ability to estimate the value of unseen states. To deal with this problem, DQN
discards the two-dimensional matrix by replacing it with a Neural Network.

Two other techniques are also essential for DQN training:

Experience replay: Since the training samples in the typical RL setup are
highly correlated, and less data-efficient, this will lead to higher convergence
of the network. One way to solve the sample distribution problem is to
adopt experience replay. Essentially, sample transitions are stored, which
will then be randomly selected from the “transition pool” to update the
agent’s knowledge.

Separate target networks: The Target Network @) has the same structure
as the one that estimates the value. Each C' step, the target network is read-
justed to the other. Therefore, the fluctuation becomes less severe, resulting
in more stable training.

Those techniques were applied to the agent used in this approach to obtain an
optimized configuration for the gamification. Also, the five-variable configuration
discussed in Section 3, implies that the difficulty of reaching level z + 1 after
obtaining the badge of level x, is comparable to the difficulty of obtaining the
badge of level x + 2, after being awarded the badge of level 4+ 1. Such a linear
relationship among subsequent challenges harms user engagement. To introduce
variability, we define inputs(z) as the number of inputs required to obtain a
badge of level = (see Equation 1). The larger the values of variables b and m, the
greater the steps between levels. The values of m,c and b,c define the direction of
those steps. Therefore, the configuration consists of 17 dimensions, the number
of levels per badge (all 4 badges have the same number of levels), and values for
the variables m, b, m,. and b,. for each of the four badges.

inputs(z) = max (Sin (Mee X & + boe) X (M x x +b), 1) (1)

Following this approach, at the start of each reinforcement learning step, the
agent produces a new configuration. The game is simulated using that configu-
ration, on a predefined simulation dataset. Then, the reward function is applied
to evaluate how well it did (i.e., is the resulting configuration better?) and no-
tifies the agent about the performance. This process continues for a predefined
number of episodes.
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To enable the coupling of Stack Overflow to the simulator, we must detect
the actions related to the gamification, obtain this history of actions, and finally
integrate them into the simulation flow. Table 1 presents the mapping of Stack
Overflow actions to CRD gamification actions.

Table 1. Stack Overflow events in the gamification context

Contribution Reinforcement Dissemination
Question Creation Question Editing Tag Creation
Creating answers Editing answers Editing tags

Creation of comments Rollback of questions Rollback of tags
Post Protection Response Rollback Post Migration
Locking posts Changing post statuses Creating links
Merging of questions Discussion of comments
Making of suggestions for change Tweeting of posts
Application of suggestions for change Question marked as a trend

Question highlighted by the user community

5 Evaluation

The evaluation aims to evaluate the approach to obtain an optimal configuration
for a gamification design in knowledge-building communities through reinforce-
ment learning, introduced in this article. The evaluation is structured answering
the following questions:

— Q1: How is the configuration obtained? The detail of variables and the final
reward function.

— Q2: Is the difficulty of the gamification achievable and enjoyable by the
player?. We followed the gamification flow aspects related to challenge and
player skill [29,13]. In a minimalist way, the difficulty should change along
the time and adapted to the skills the user incorporates.

— Q3: There are correlations among the number of badges the configuration
assign?

— Q4: Could users reasonably achieve ranks?

— Q5: Is the detected configuration robust when it is applied with new com-
munity activities? How is the behavior in terms of the former questions? The
goal here is to analyze the robustness of the configurations obtained by the
agent’s adjustments in the same community beyond the period known by
the agent.

Therefore, the evaluation stages were divided into 2 stages: A training stage in
the first semester; and a second evaluation stage in the second semester
using the previous configuration.

5.1 Materials

The dataset for the evaluation was taken from the Python community from Stack
Overflow (filtered by the Tags property with the value “python”) of 2018. This
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translates to 242,822 questions, theirs answers, comments, and activity histories
which result in 3,337,788 gamification actions. Among these actions, the Login
actions were selected as the beginning of action’s groups by the RevisionGUID
tag. This dataset was divided into two parts of 6 months each: from January to
June the first, and from July to December the second. This division was made
with the goal of training the agent in the first half and evaluating its performance
in the second part of the dataset in order to answer question Q5.

Finally, the Equation 2 presents the reward function used to train the agent.
The reward function drives the agent to look for configurations that value rein-
forcement inputs over contribution inputs, and dissemination inputs over both
contribution and reinforcement inputs. The choice of this function was due to
the fact that, as mentioned above, it rewards the behavior that we consider rel-
evant in a knowledge building community. Also, this function will help in the
evaluation of the result of applying the configuration obtained from the training
in the test dataset.

reward = Z rank(u) X (ci(u) + ri(u) x 5+ di(u) x 10) (2)

ueUsers

where:

U = users that provided input to a featured article.

rank(u) = the rank (1..5) of user u in the simulated gamified design.
ci(u) = count of contribution inputs of user u

ri(u) = count of reinforcement inputs of user u

di(u) = count of dissemination inputs of user u

6 Results

6.1 First semester

During the training process, the RL agent was trained using the first semester
of the data set. The agent was trained for 100 episodes, obtaining a maximum
score of 7,445,496 points awarded by the reward in combination with the dataset.
Answering Q1, the agent returns a configuration with 10 badges per type with
the parameters presented in Table 2. Dissemination receives the highest values
in all of the variables representing high values for the oscillation (m,c and b,c)
and steps bigger than the other badges.

In order to answer Q2, Figure 2 shows a difficulty analysis by comparing
the number of new actions required to obtain each badge by action type. Badge
levels are on the x axis, and the y axis indicates the number of inputs required to
earn a badge. For example, a player has to perform 25 dissemination actions to
achieve level 1 of the Dissemination badge (the line grows up from 0 to 1), then
the same player needs only 7 new dissemination actions to be promoted to level
2 of Dissemination badge (the line decreases from 1 to 2). These oscillations in
the lines in Figure 2 means that the effort of the player to get a new badge is
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Table 2. Configuration for python community, first half of 2018.

Action type #max_badges moc boc m b

Contribution 10 2 5 61
Reinforcement 10 3 977
Dissemination 10 14 19 1413
Login 10 4 4 51
Number of actions requieres per badget Increment of actions requieres per badget
100  — LOGIN 09— Loam
CONTRIBUTION CONTRIBUTION
~—— REINFORCEMENT 400 | — REINFORCEMENT
809 — DISSEMINATION —— DISSEMINATION
60 00
204 200
20 A 100
04 0
0 2 4 § 8 0 2 3 5 &
Fig. 2. Difficulty analysis: New actions Fig. 3. Total actions required to earn
required to obtain each badge. each badge.
X Number of badges earn over the time
Nurnber of badges earn over the time
200000 { — LogIN
140000 | — Losin 175000 CONTRIBUTION
CONTRIBUTION —— REINFORCEMENT
120000 | — REINFORCEMENT 150000 { — DISSEMINATION
—— DISSEMINATION
100000 125000
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40000 50000
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0
]

2018-01 4
2018-02 4
2018-03 4
2018-04 4
2018-05 {
2018-06
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2018-07 4
2018-08
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2018-10
201811 |
2018-12
2019-01 4

Fig. 4. First semester. Awarding of Fig. 5'_ Second.semester - Legacy Con-
. figuration. Delivery of badges to users
badges to users over time. .
over time.
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not always the same. The player had hard working periods with a lot of actions
(challenges) and then a period of skills assimilation, in the line with having a
balanced flow as we have mentioned in Q2. However, in the case of Reinforcement
badges, the configuration proposed to have a lineal increment of difficulty along
with the game.

The scaling of the difficulty could be seen in Figure 3 that shows the accu-
mulation of actions required to obtain each badge. As in the previous Figure,
the z axis represents the badge levels and the y axis denotes the total of inputs
required from the beginning to earn some badge. In this Figure, is possible to
see a difference between the difficulty to earn a dissemination and reinforcement
badges in comparison to the other badges; they become more challenging, at a
faster pace than the others. It is because these actions are the main target of
the reward and also the number of reinforcement actions are relevant elements
in the activity of the community’s users.

To answer Q3, Figure 4 shows how the game would have assigned badges
with this dataset and configuration. The = axis is the time along the first six
months of data, and the y axis, the number of delivered badges. For example,
in February 2018, the game delivered near than 20.000 Dissemination badges.
As we can see, there is a correlation between reinforcement and contributions
because both lines grow with similar values. As a complement of the former
Figure, all players can achieve all the challenges to obtain the badges.

Finally, to answer Q4, Table 3 shows the distribution of players in each of
the ranks with both the actual number and the percentage representation of this
number over the total number of users in this dataset. From this data, we can
observe the presence of users in all ranks and a coherent proportion of them: the
distribution of the ranks is similar a pyramid with more presence in the easier
ranks and a small group of players in the hardest rank.

Table 3. Rank of players in python community, first half of 2018.

Rank 1 Rank 2 Rank 3 Rank 4 Rank 5
Real 61129 5084 3658 332 1446
Percentage 85.31% 7.09% 5.1%  0.46% 2.01%

6.2 Second semester - Legacy configuration

In order to answer Q5, the agent applies the configuration obtained to the
second half of 2018. (Table 2). As an evaluation metric, the reward value given to
this configuration over the simulation was considered; this value was 11,862,732
points. Although the value is significantly higher, this is due to the fact that
the activity in the second half of the year is also significantly higher. So these
reward values are also highly correlated to the simulation dataset.

As in the first half, information related to the difficulty, scaling is the same
due to its relation with the configuration. Instead, the badge distribution in-
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creases significantly as it’s shown in Figure 5. This is related to the increment
of user activity with respect to the previous dataset. However, the distribution
of badges looks similar in both datasets and it means that the configuration has
robustness for the same community along the time.

The Table 4 is presented showing the distribution of players in each of the
ranks. These data show an expected proportion due to the continuation over
time of the dataset. Along with this, we can observe that the increase in reward
values is related to the number of players per rank, being almost double in the
higher ranks, although in reality, the proportion between the two semesters is
almost the same. It means that the configuration generated by the agents fits
correctly beyond the period known by the agent.

Table 4. Range of players in python community, second half of 2018 with legacy
configuration.

Rank 1 Rank 2 Rank 3 Rank 4 Rank 5
Real 86090 7365 5483 658 2125
Percentage 84.63% 7.24% 5.39% 0.64% 2.08%

7 Discussion

This section presents an analysis of the results obtained in the application of the
deep reinforcement learning approach to obtain an optimal configuration for a
gamification design in the Python sub-community of Stack Overflow.

From the configuration obtained by the agent answering the Q1, we can
observe a more pronounced separation into two groups of badges, dissemination,
and reinforcement versus contribution and login. While among all the training a
priority ordering of badges dictated by the reward function is preserved as much
as possible, in these particular cases the impact of the reward function is further
accentuated. Also, we can observe from the Q2 and Q3 answers, how the agent
manages the difficulty curve of badges such as dissemination to allow an easy
initial acquisition, thus providing access to the first ranks. While with badges
such as the reinforcement badge, the difficulty curve is flattened at higher levels
to aid in the preservation of the last rank with its temporary feature. These
results show that the configuration found by the agent presents characteristics
to be achievable and enjoyable by the player.

The first relevant difference found when working with the data divided into
the first and second semesters for the Q5 was based on the fact that the magni-
tudes of activity in both sets were different. The second-semester data set was
larger than the first semester data set, and this could condition the performance
of the agent trained in the first semester.

However, we were able to observe that the configuration obtained in the first
semester turned out to be effective, although probably not optimal due it wasn’t
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optimized for this period, in the simulation of the second semester. This is due
to the fact that, although the magnitudes are different and this will disturb
the agent’s configuration process, the activity proportions and the form of user
activity did not vary from one semester to another, so the configuration remained
within acceptable margins.

These magnitude differences exist also in the distribution of users by ranks.
But this difference didn’t generate a negative impact on the proportional distri-
bution of users. The answer to the Q4 shows that all the ranks were covered in
a pyramid shape, except by the last rank. It is a temporal dependant rank and
as it was a simulation, it is conditioned by the ending date of the simulation.
In both rank distribution, there is a big part of the users that stay in the first
rank. It’s common in communities where new users only participate one time to
make a question and after never more. Table 5 shows a comparison of the ranks
obtained with the strategy presented in this paper in contrast with a manual
configuration of badges distribution from a previous paper [18]. In this table, an
increment of players in higher ranks can be observed buy it still maintains its
pyramidal shape, which means that the players are able to achieve high ranks.

Table 5. Ranks comparative

Rank 1 Rank 2 Rank 3 Rank 4 Rank 5
Previous approach [18] 96.2% 2.28% 1.52% 0.0% -
First half of 2018 85.31% 7.09% 5.1% 0.46% 2.01%
Second half of 2018 84.63% 7.24% 5.39% 0.64% 2.08%

Although the article is based on using a specific gamification design, other
types of gamification design are an exciting aspect of research. In this case, we
base the search for the optimal configuration for a badge-based configuration
(5 variables detailed above). What does it imply to use a different gamification
strategy with or without badges? What does happen if it requires a higher num-
ber of variables? As a first approach to use a different gamification strategy, we
have to identify and map the user’s activities of the community with the actions
of the gamification strategy. This mapping is required in order to have a simu-
lation to optimize. Moreover, a new reward function based on the values of the
new simulator has to be created. Also, it is necessary to identify the configura-
tion variables and create methods that allow the RL agent to changes them. If a
high number of variables is requested, the agent will have to learn the relevance
of more actions and the changes that those made in the configuration, but the
process presented in this approach will not change.

Another important aspect is to extend the approach to contemplate a gami-
fication strategy in a tailored way. The overall logic and purpose of gamification
are maintained, e.g., promoting collaborative work, quality content production,
and dissemination. Furthermore, it optimizes the way players are motivated by
adapting the gamification alternatives. Each player can give their best based on
their behavioral profile in conjunction with the overall purpose.
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8 Conclusions

This work introduced an approach to optimize a gamified design to reward de-
sired user behaviors without disturbing the functionality of an existing commu-
nity. This approach is base on play-testing using a deep reinforcement learning
strategy.

The optimization was performed over a simulation of gamification by a deep
reinforcement learning agent. It allows us to adapt the distribution of badges by a
change in the parameters of the badges distribution function. Those parameters
are defined by the reinforcement learning agent while it tries to optimize a reward
function.

As an evaluation of the approach, the integration of the knowledge-building
community, Stack Overflow, is presented. For this purpose, notions of the com-
munity’s data structure were also introduced, as well as the data extraction and
mapping process. Also, a reward function to encourages communication and dis-
semination in the community is developed to train the agent and as a metric of
performance for the configuration obtained.

The configurations obtained by the agent during the training show an im-
provement over a previous manual configuration approach. This new approach
helps to configure gamification that allows the players to flow over the ranks;
without them having to change their main behavior in the community. The agent
also detects and values correctly different types of actions by the importance of
the reward function and its occurrence in the dataset. It helps to fit the difficulty
of the gamification to the community and the target goal reducing the possibility
of harming the community. It was proved that the configurations of a previous
period can be successfully maintained along the time for the same community
archiving similar badges and users in rank distributions.

As future work, given the sensitivity of the agent to the input data, it would
be relevant to evaluate ways of overcoming this limitation or explore regular-
ization strategies with respect to the input values. Then, try to optimize the
configuration for the second dataset with the pretrained agent is the next logical
step.

In order to facilitate this future work, it is necessary to consider the creation
of a framework to evaluate and optimize the integration of gamification and
communities. It will allow us to get a better abstraction between the agent and
the environment for training. Finally, this abstraction will allow us to change or
optimize the agent implementing novel deep reinforcement learning algorithms
to obtain more accurate configuration in gamification with more complex con-
figurations or action space. The capability of change easily the agent will allow
comparing different RL agents for this specific task.
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