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Abstract—In this paper, we show the way in which many
standard web applications have evolved. Most of them started with
a complete independence among software development and its
architecture, deployment and infrastructure design. Now, the
current usage of DevOps (for Development and Operations)
emerging tools are used in the context of new methodologies. We
use a specific application and its own evolution as an example.
Most of the development cycle, application architecture, and
environments for development, testing, and QA (Quality
Assurance) has changed in the last years. From 2006 to date, we
have taken advantage of many new technologies as soon as they
were available, each one providing some aid to (some) web
development task. We also define a preliminary characterization
for web applications evolution in order to analyze pros and cons
of the current DevOps methodologies.
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L.

Transactional web applications consume resources as user
concurrency increases. Proportional resource consumption per
connection or user access is a recurrent pattern regardless of the
language or framework in which the web application is
implemented. Several approaches to avoid running out of
resources have been used, such as: a) increase hardware and
infrastructure resources (aka scale up), in either vertical or
horizontal scalability [41], and b) assigning specific or
independent resources to specific (overloaded) subsystems or
components, such as databases.

INTRODUCTION

We will use a CMS (Content Management System)
developed in 2006 as an example for our study. The CMS is a
now classical PHP-MySQL application, that began being the
solution to a specific web site, and it was reused in/adapted to
other several different web sites and web portals. This product
was developed using Symfony [33] [35], and although we will
take it as an example the same analysis could be applied to
portals based on Wordpress [19] [42], Drupal [10] [13], or
Refinery CMS [30], among others. The functionality of this type
of application is based on two specific sub-systems, as shown in
Fig. 1: one of public (generally massive) access, and another for
content management, available for a few users in charge of
editing articles, images, and define its visual style.

Currently, the business of many companies goes through the
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web processing such as CMS, customer services, or e-commerce
[20]. This shift from business to e-business has imposed strong
requirements on code development and availability of services,
especially via in-production web sites and web applications, and
web services. Enhancing service and functionality availability
has been achieved by agile application development, semantic
versioning of each candidate for production, application
deployment, and web platform updates [2] [38]. While agile
software development methodologies are now well established,
the service downtime is minimized through practices provided
by conventions, tools and, above all, communication among
development and operations areas. Thus, the new term DevOps
(as a combination of Development and Operations) has been
coined [18]. DevOps tools are specifically required in
environments involving replication where the same updating
steps are required in several similar instances.
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Fig. 1. Schematic View of a CMS Web Application.

As a monolithic application evolves to a composition of
interacting services with high availability requirements, a
project handling methodology becomes imperative. Then, the
risk of introducing errors in production is minimized by
strategies that involve development practices in terms of
semantic versioning, testing, and continuous integration. In the
operations area, concepts such as delivery and continuous
deployment are fundamental to promote product versions in
times consistent with agile development. In turn, specific
infrastructure management strategies are needed, ranging from
the deployment of web applications, configuration of servers
using infrastructure tools such as those for configuration,



containers, and even the management of data centers as code.

II. APPLICATION EVOLUTION

The main initial problem of the CMS was the number of
concurrent users, which steadily grew through the years as
shown in Fig. 2 (2017 contains only the first half). Fig. 3 also
shows some well-defined peeks in two specific months every
year. The supporting infrastructure had to be scaled up mainly
due to two not necessarily independent growing factors: 1)
software architecture, which grew including functionality (and
some components were assigned specific exclusive resources),
and 2) concurrent users, as shown in Fig. 2 and Fig. 3.
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Fig.2. Web Accesses per Year Since 2006.
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Fig. 3. Web Accesses per Month Since 2006.

The initial software architecture and its corresponding
infrastructure allocation were monolithic, as shown in Fig. 4.
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Fig. 4. CMS in a Monolithic Server.
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The monolithic approach was not able to handle the growing
number of concurrent accesses, and specifically the resources
were not enough for the number of database connections. Three
improvements were designed and implemented: 1) Use a
database server, 2) Use FastCGI [24] for controlling and
optimizing resources required for PHP processing, through
PHP-FPM [26], and 3) Use lighter web servers to serve static
content not requiring PHP processing. The first approach is a
classical horizontal scale up, while the second and third are
related to resource optimization. Furthermore, the new setting
includes that concurrent accesses are rejected instead of letting
the whole site unstable or unavailable.

A. Isolated Database and Horizontal Scale Up

The first improvement to the architecture and infrastructure
shown in Fig. 4, is that of assigning a specific server for handling
the database. Fig. 5 shows the independent server assigned to the
database, thus unloading the server handling the public services,
which in the previous configuration handled everything.
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Fig. 5. Database Server with Exclusive Resources.

However, increasing the number of connections supported
by the database was not enough for the increasing concurrent
users’ growth.

B. Horizontal Scale Up

At least at the conceptual level, handling more concurrent
accesses by horizontal scale up is simple: clone or replicate
application server/s. However, cloning application server/s leads
to solving two new problems: a) sharing files that must be
available in each instance, and b) use a load balancer for
distributing workload among each replica. Fig. 6 schematically
shows the new architecture and infrastructure with replicated
application servers, file sharing, and a load balancer.

Maintaining web sessions was the next drawback related to
horizontal scaling. Several session management alternatives
were analyzed, such as: a) databases specifically devoted to
session handling, b) Redis [29], and c) Memcached [22]. The
latter was selected, and the system evolved to that shown in Fig.
7 (schematic view).

C. Further Improvements

Response times were significantly reduced by combining
two tools: a) The load balancer is replaced by a caching HTTP
reverse proxy, Varnish [16], and b) Use a CDN (content
Delivery Network) for decoupling static data [37], so that



application servers are involved only with dynamic content
processing.
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Fig. 6. Replication and Workload Balance.
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Fig. 7. Session Management with Memcached.

The database could be replicated for data redundancy and
availability. Database replication environments usually range
from master-slave settings to full-fledged replicated databases
running on clusters. Considering security issues, a WAF (Web
Application Firewall) such as [39] is usually recommended.
Each improvement usually involves at least a) handling the
proper resources and b) define the interactions with the rest of
the (in-production) system.

III. THE INFRASTRUCTURE MANAGEMENT PROBLEM

Every web application architecture change/improvement
implies the corresponding infrastructure change or adaptation, at
least in terms of resource allocation. More specifically, the
single server configuration shown in Fig. 1 evolved to multiple
interconnected servers in a few years. The CMS example we
have used as an example (which is described in the previous
section) grew from a single server to three servers in less than a
year in production. And most of the web applications has grown
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in some way or another from single to multiple computer
servers. Beyond standard and routine tasks for applications and
servers such as hardware maintenance, software and data
backups, etc. the infrastructure should cope with software
updates and new functionalities as produced by the development
team/ss. Thus, the operations team/s become more involved with
development teams in the daily work.

Virtualization has provided solutions to many well-known
infrastructure problems. Replication has been simplified by
copying virtual machines, and new servers are installed through
graphical interfaces without manipulating physical equipment.
In some environments, a backup is reduced to snapshot a server's
filesystem. However, new problems appear with virtualization.
The number of virtual machines that grows rapidly and it is
complex to distinguish those relevant virtual machines from
those that are not. On the other hand, the replication of virtual
machines simplifies a part of the work, but personalizing the
new instance continues being a manual work. Hand-made, non-
automatic configurations and/or tuning are prone to errors, even
following documentation guides. The scenario is even worse in
case of disaster recovery, where documentation is hard to find.

Virtualization does not solve the problem of updating an
application already in production. Handing source code or
software evolution has several well-known and established
tools, mostly via SCM (Software configuration Management)
tools. Similar tools are not so well-known and established for
solving the deployment problem/s. Deploying and updating web
systems varies depending on the programming language and the
requirements of the application. While software based on Java
and .Net require compilation and packing steps, those based in
interpreted languages (e.g. PHP, Ruby, Python) do not require
them. However, the risk of making a site unstable, unavailable,
or faulty is independent of those details. Deployment updates
clearly needs to be automated. Furthermore, the deployment
should be able to be verified/certified in methodological ways.

Capistrano [3] was one of the first tools for automating
update of PHP applications, such as that described in the
previous section. Capistrano simplifies deployment and version
control using a simple directory structure (releases - current -
shared). Even when Capistrano is a step towards deployment
automation by means of specific and well-defined conventions,
it does not handle or provide aids for problems such as
application software dependencies (e.g. libraries) or determining
hardware resources, also known as (server) provisioning.

There are several tools for the hardware/server provisioning
tasks, and all of them allow to manage the infrastructure as code
or IAC [17]. TAC allows to automate the installation of servers,
including specific configurations. Products such as Chef [4],
Puppet [27], Ansible [1], and SaltStack [34], among others,
provide IAC frameworks. Beyond provisioning, IAC allows to
apply software development methodologies (e.g. for debugging
and testing) to infrastructure management. Chef has been used
to configure each of the servers in our CMS (previous section),
and it has been also possible to test the infrastructure using
KitchenClI [7], ChefSpec [6] and ServerSpec [36]. Then, it is
possible to analyze the operation in different platforms like
Debian, Ubuntu, CentOS, etc.

Programming the infrastructure with Chef also simplified



handling similar environments for development, testing and QA
(Quality Assurance). These different but similarly built
environments allow both developers and stakeholders to
visualize changes in environments like those in production.
Furthermore, Chef provides a detailed infrastructure catalog,
whether virtual, physical or in-cloud computers, except those
not built/handled by Chef itself. The catalog is indexed using
Apache Solr [23], allowing queries about the infrastructure.
Even when Chef has proved to be very useful, several complex
scenarios may require much time to build and configure. Such
scenarios include those with large runtime setups such as non-
compatible operating systems and runtime environments (e.g.
Symfony 1.0 - PHP 5.x - Ubuntu LTS). Containers have been
proposed and are currently used as a more comprehensive
solution to several infrastructure problems [21], including the
aforementioned one. In particular, Docker [11] is an excellent
choice for handling environments as described above. Its
growing popularity in heterogeneous and complex environments
also offers an option for new developments, narrowing the gap
between development and production. Docker simplifies the
definition of complex architectures that are (at least partially)
shared for development and production or operations (DevOps)
environments through Docker Compose [12].

IV. CODE DEPLOYMENT

Code deployment, whether for a new application or an
update of an in-production one, can be done manually or using
the tools mentioned in the previous section. Table I shows
several advantages and disadvantages of the following tools:
Capistrano, Chef, and Docker.

TABLE L. CODE DEPLOYMENT TOOLS
Tool Pros Cons
Simple to use, it runs Shared settings must be
from a terminal and is | manually copied before
Capistra | able to update several | the first installation or
no sites in parallel from update. Infrastructure or
SCM tools. provisioning is not
handled.
Automation from Complex, steep learning
SCM. Installation of curve. Several complex
Chef services and packages. | environments are hard
Infrastructure handling | to handle and test for
and testing. correctness (e.g. PHP
compile in new OS).
Simple to use: the Conceptual change of
same configurations in | handling infrastructure,
all environments. monitoring, and
Allows packaging of management of logs
Docker | legacy applications. and statistics.
Rapid convergence of | Ifused in cluster mode,
infrastructure. it requires a container
Simplifies complex scheduler with complex
architectures. tuning.

Docker seems to be the “great winner” so far, providing
solutions for a problem that Chef handles only partially in
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complex scenarios. In some way, Docker has capitalized and
taken advantage of the previous knowledge about code and
infrastructure management (provisioning, testing, etc.) for the
problem of deploying software, including the update of an in-
production web application. The conceptual change mentioned
in Table I above as a Docker disadvantage has introduced some
questions about performance, for example, which are now being
addressed from several points of view, such as in [14] [31].

A. Continuous Delivery and Continuous Deployment

Continuous delivery and continuous deployment [8] are
emerging concepts from agile methodologies used in
development. Depending on the application, it is possible that
several changes of a software product are generated in a single
day. Beyond that, the acceptance of versions must be decided as
soon as possible. Thus, the least human intervention and the
most automatic testing tend to reduce errors and minimize time-
to-market. The sequence for a new software version usually
follows several sequential steps: unit, functional, and integration
tests, a tagged version is then installed in an automatic testing
environment. Once all tests are successful, the application could
be made available to the operations area (i.e. continuous
delivery) for manual deployment, or automatically installed in
production (i.e. continuous deployment).

While SCM tools allow collaboration of development teams
through versioning of sources, other important details such as
whether to use semantic versioning or not are decided by
development teams. The suggestion is to have an explicit
correspondence between the version information and SCM tags.
Furthermore, the configurations and settings must be clearly
documented, at least specifically in development, testing, and
production environments. Also, the development flow usually
includes or even is based on TDD (Test Driven Development),
taking into account passing specific tests before each change or
added functionality in the code. Several SCM related tools such
as Gitlab, Github, and Bitbucket include code revision step/s as
part of the so-called push or merge code requests. Associating
the code requests with TDD would provide a more automated
and methodological way of application update. Another step
towards automated continuous delivery or even continuous
deployment would be the use of SCM hooks, which are specific
actions or tasks triggered at specific points in the SCM execution
(e.g. pre- or post-event/s). Thus, developers, testers, and the
operation team can set hooks for triggering specific tests.
Depending on the tests and automatized complexity, it would be
possible to have pre-defined QA rules and policies.

B. Infrastructure Automation

As mentioned before, virtualization plays a very important
role in defining (new) infrastructures for software applications.
There are numerous virtualization alternatives, the most popular
being VMWare VSphere [40], Citrix Xen Server [9], RedHat
Virtualization [28], Proxmox Virtual Environment [25], and
Microsoft Hyper-V [43], among others. In addition, there are
options such as PaaS (Platform as a Service), and IaaS
(Infrastructure as a Service) in cloud environments [32]. All of
them solve many network and infrastructure issues that must be
considered in virtualization environments.



Choosing a virtualization or cloud vendor solution has to be
analyzed from taking into account different technical issues:
integration with available hardware, storage solutions, networks,
application size and dynamic evolution. Also, non-technical
issues, such as administrative difficulties to contract cloud
services and implementation costs should be considered too.
Initially, Proxmox was initially used for virtualization in the web
application we presented above, and VMware vSphere was
institutionally adopted, and replaced Proxmox. Chef recipes
were used for defining the Proxmox infrastructure, so it was
rather simple to replace Proxmox by VMware virtualization.
However, each server has to be individually identified in the
recipes, and it makes almost impossible to automate the
complete programming of the infrastructure. At this point, new
tools are focused to document, define, and instantiate the
complete infrastructure. The virtualization technology can be
homogeneous, heterogeneous, and even include/handle nodes in
various providers in the cloud. These tools make extensive use
of the APIs provided by virtualization software as well as PaaS
and laaS providers.

New and specific tools for provisioning such as Terraform
[15] and Chef Provisioning [5] are based on handling IAC at
organization data centers. We have used Chef Provisioning to
automate the complete assembly and configuration of the
VMware vSphere-based infrastructure. We have been able to
code the creation, destruction, modification and scaling of the
complete infrastructure. And, as noted before, the infrastructure
currently handled in VMware can be migrated to another
virtualization technology or even manage vendor instances in
the cloud with similar (or the same) Chef recipes.

V. CONCLUSIONS AND FURTHER WORK

The web application development process has grown and
consolidated in recent years. This growth generates new ways of
work and interactions among development and operations teams
that traditionally were almost disjoint and independent of each
other. Besides, new services and configurations are now needed
to be defined at the infrastructure level. And infrastructure
definitions should be taken into account not only by the
operations team/s but also by source code development teamy/s.
Otherwise, the whole application is in risk of losing
functionality, availability, or performance. All of this modifies
the traditional organizational structure, where the separation of
functions among developers and operators was determined in
the context of other paradigms. The new work organizations are
based on dynamic and collaborative relationships where the
boundaries are not as clear as many years ago.

Continuous delivery and continuous deployment also imply
redefining many individual tasks, methodologies, and individual
decisions (e.g. on documentation or infrastructure) in terms of
the whole process. The high availability as well as in-production
application update requirements lead to strong testing of the
software as well as the interaction among software and the
underlying infrastructure. Virtualization has provided many
flexible ways of defining hardware infrastructure environments,
but applications usually impose other requirements libraries,
middleware, etc. which are beyond hardware. Thus, handling
IAC lets to test infrastructure with techniques similar to well-
known development methodologies, such as TDD.
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The current DevOps tools aid in the continuous delivery and
deployment processes, but methodologies have still to be
adapted or defined and established. Furthermore, given the
current dynamic requirements (e.g. on high availability and in-
production application updates) more automatized ways for
verification, tests, and QA in general are needed. An (almost, at
least) automated integration of tests for source code, current
tools for source code management (SCM), and infrastructure as
code (IAC) is still to be defined and accepted by institutions and
the software industry. The so-called continuous integration
pipeline, ranging from source code to in-production application
update still has a long way to go.
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